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1 
Introduction

1.1 Purpose

The purpose of this document is to identify a set of requirements for the OSG accounting system. 
The focus is on defining the scope of the accounting system within the OSG architecture, and on identifying the functionalities and properties the accounting system must have to support the OSG stakeholders’ missions. 
This document is mainly directed to the resource providers and to the OSG Blueprint team. It assumed that the reader is familiar with the mission and organization of the OSG consortium as well with the OSG infrastructure and architecture.
1.2 Scope
The OSG consortium proposes to bring together a very heterogeneous group of resource providers, VOs and users in a grid environment that fully supports opportunistic resource consumptions. In order to succeed in such and endeavor the OSG infrastructure must provide its users with precise and reliable information about resources utilization. Availability of such information will 
· Allow resource providers to measure their contributions to VOs’ scientific missions.

· Enable resource providers and VOs to monitor and verify resource allocation contracts. 

· Enable resource providers and VOs  to validate and improve their resources consumption models 
· Allow resource providers and VOs to improve resources planning and organization, 
· Strengthen the security of the grid infrastructure,
· Eventually, support automatic resource allocations and consumption based on an economic model.
The OSG accounting system main functionalities will be to collect resource usage data, and process them to produce accounting records. Furthermore, the accounting system will provide tools and repositories that users and applications will use to view and analyze accounting information.

At this early stage of the OSG development, the accounting system will not be concerned with supporting an economic or pricing model for automatic resource allocation and consumption. It is our goal though to make sure that when supporting and economic model becomes a requirement the accounting system can be evolved to support such requirement without any major architectural redesign.  
1.3 References

1. P. Canal, M. Melani, OSG Accounting System Project Charter, in document database at www.opensciencegrid.org.
2. B. Aboba, J. Arkko, D. Harrington, Introduction to Accounting Management, RFC 2975, October 2000
3. Barry Varley, Usage Accounting in Distributed Systems, for presentation at IEE Colloquium on Network Management, 4th October 1991
4. Peter Garfjall, Accounting in Grid Environments, an architectural proposal and a prototype implementation, Master Thesis, 27 May 2004, Umea University, Sweden
5. The Blueprint Team, A Blueprint for the Open Science Grid, Technical Document, Draft, in document database at  www.opensciencegrid.org.
6. R.Mach, et al., GGF Usage Record Specification, http://www.psc.edu/~lfm/PSC/Grid/UR-WG/ 
2 General Description
The purpose of this section is to set the background for the requirements listed in the next two sections. We first describe a model for OSG grid environment and then we define the system scope by describing the interaction points between the accounting system and the OSG environment.
2.1 A Grid Model for Accounting
We see the OSG grid as a bunch of grid services available to VOs’ members through the Internet.  Services are hosted by resource providers in their networks. Resource providers are responsible to maintain and organize the services they provide. VOs’ members and applications interact with the services by sending to them requests over the Internet. In the OSG context, examples of grid services are the Computing Element (CE), the File Transfer Service and the Storage Element (SE). 

A resource, such as disk storage space, CPU time and communication bandwidth is consumed in the provision of a grid service. A service results by adding value to one or more resources. In some cases, this added value is low: for example, when the service just provides an interface to the resource; in other cases a service might include considerable intelligence: installation of libraries, resource allocation algorithms, jobs monitoring, etc. 
Services might use other services to satisfy a user’s request.  We define such services Composite Services. In contrast, we call Basic Services those services that simply use resources and do not relay on other autonomous services. The diagram below shows examples of basic and composite services. 
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Figure 1: Service Taxonomy.
OSG Services and Resources
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In the OSG environment, we are interested in tracking the usage of services and resources at different level of the infrastructure architecture. Figure 2  shows the current OSG services and resources and their positions in the OSG architecture.

Resource providers are clearly interested in tracking the consumption of resources at their own site while VO Managers are interested in having a much broader view or resource consumption. A view that span across all the sites providing resources to the VO members.
For the first version of the accounting system, we are interested in following OSG services: Computing Element, Storage Element and the file transfer service or GridFTP.  These services are implemented by integrating various computing systems within the service provider’s LAN. For our purpose, we view a grid service as a distributed system deployed within a resource provider’s LAN.

2.1.1 Service and Resource Consumption Measurement

 The great heterogeneity of the OSG computing environment makes extremely difficult to define a general, simple and complete set of metrics for measuring service and resource consumption. The GGF Resource Usage Record ( RUR) is considerate the de facto standard to measure resource usage in many grid projects. The RUR will be our starting point for selecting a set of metrics for the accounting system.  
2.2 Users

Based on the current OSG architecture and operational model (see www.opensciencegrid.org for more details) we can identify the following users interacting with the accounting system.
1. Grid user: This is the scientist member of a VO. He is interested in finding out his resources and service usage at a particular resource provider site or at the Grid level.

2. Grid manager: He is responsible for overseeing the entire OSG grid. He is interested in viewing how the users and VOs consume resources across the entire grid. He wants to analyze the accounting records to spot trends and pattern in the grid utilization. He is interested in planning and optimization.

3. Grid operator: He is responsible for the day-to-day operations of the OSG grid, he wants to analyze the accounting records to debug a problem and provide support to the grid users. He also needs to install, configure and run (manage) any accounting system components deployed at the Grid Operation Center (GOC).  

4. Grid security officer/auditor: He responsible for the security of the OSG grid. His interests are the accounting records and the accounting events that have generated them to spot possible traces of misuses.
5. Resource provider site manager: He is interested in measuring how the resources he manages contribute to the VOs’ scientific missions.  He also cares about projection of resources consumption for planning and optimization.  

6. Resource provider manager: He is responsible to manage a subset of the resources that a resource provider makes available on the grid.  He has the same goals that the resource provider site manager has but for a subset of the site resources. 

7. Resource provider operator: He is responsible for the day-to-day operations of the OSG services at the resource provider site. He is interested in debugging problems, optimizing resource consumption, supporting grid users and managing any accounting system components deployed at the site.


8. Resource provider site security officer/auditor: He is responsible for the security at the resource provider site. His interests are the accounting records and the accounting events that have generated them to spot possible traces of misuses.
9. VO manager: He is responsible to make sure that the VO computational needs are fully satisfied. He is responsible for the VO part of the “contracts” between the VO and the resources providers. He wants a view of the VO members’ resources usage. He also cares about projection of resources consumption for planning and optimization. 
10. VO applications operator: He is responsible for the day-to-day operation of VO’s applications and to provide support to the VO members. He is interested in the accounting records to understand how the VO members are utilizing the VO resources and services in order to provide user support and administer the VO services and resources. He also needs to install, configure and run any accounting system components that belong to the VO application layer.
11. Grid service: Grid service might support an interface through which users can request accounting information about requests. A grid service is therefore interested to query the accounting system to fetch accounting information about a request.


2.3 Main Functionalities
1. The ability to measure accurately the usage of the OSG CE, SE and file transfer service per user.

2. The ability to store and manage the accounting information and the data used to generate it. 

3. The ability to present accounting information to users with different views depending of the user’s goals. 
4. The ability to support analysis of accounting information by creating reports and summeries as well as applying filtering and statistical functions to accounting records. 
2.4 System Interfaces
Systems interfaces are the interaction point between the accounting system and the OSG systems and users.
2.4.1 Software Interfaces (API)
The accounting system will support the following interfaces:
· An interface for reporting service usage data (push model). This API will be used by the services to report periodically usage data.
· An interface to read accounting records.  This API will allow the development of application for displaying and analyzing accounting records.  The API will support querying (by date, user, VOs, site…) of accounting records and accounting events used to generate the records. This API will also support the exporting of accounting records to different data and file format (Excel, Root, etc.).
· An interface to generate report and to perform filtering and statistical analysis of the accounting records. The accounting system will offer a basic set of reports and anlytical tools. This API will allow the selection of a subset of accounting records, the selection of a function to be applied to the selected records and the format to use to save the results.
These interface will be accessible over the network (LAN and WAN).
2.4.2 User Interfaces
The accounting information will be accessed at three different level of the OSG architecture: resource provider site level, VOs level and grid level. For each level, the accounting system will offer two web interfaces for viewing the accounting information:
· A web interface to display accounting records and accounting data.

· A web interface to create reports and summaries.
Both interfaces will be based on drop down menus so that users will be able to choose what and how to display the accounting records and the accounting reports and summaries. The interfaces will also allow exporting of accounting records in different data and file format. Access to the accounting information will require authentication and authorization; some write access (for annotation) to the records will be granted to users with the appropriate privileges. 

The accounting system will offer a set of web interfaces for the system administrator to perform all the management operations. This interface will grant full read and write access to the stored accounting records. Authentication and authorization will be fully supported.
2.5 Dependencies

If the grid services do not push accounting data to the accounting system, the accounting system must utilize probes to gather usage data about the services. This is clearly a problem of integration and creates a set of dependencies. In the first version, we expect the accounting system to need probes that gather data about jobs execution and resource utilization for the following batch systems: Condor, LSF, PBS and SunGrid. The system will also need a probe to fetch authentication information (mapping of grid users to UNIX users) from the Globus Gatekeeper and GUMS servers. 
The specific form of the dependencies is not clear at this stage but we expect to be in the form of logs file parsing.
2.6 Assumptions
We assume that each resource provider is able to associate the utilization of the computing resource with a grid user (DN). 

We also assume that the accounting data reported by the grid services and resource are correct and trustworthy.

2.7 Constraints

The accounting system must use the Grid Security Infrastructure (GSI) as security mechanism. 

The platform of choice for the accounting soulition is Linux. (In other words we’d like the accounting system to run on all the major Linux versions).
3 Functional Requirements
3.1 Main Functionalities 
	Req-1.0
	The accounting system must be able to track the usage of the OSG CE.

	Explanation
	Users of the service typically request the running of one or multiple jobs. The resources consumed for providing the service are typically the utilization of a batch system (such as LSF, PBS, Condor ...) and of an N number of computing systems (called hosts or worker nodes).
The accounting system needs to track per each CE instance:

· Number of  user’s requests (each request can be one job or multiple jobs) 

· Number of accepted user’s requests (a Gatekeeper can reject a request based on authentication, authorization, load, etc.)

For each user’s request that is accepted: 

· Number of submitted jobs

· Number of completed jobs (completed means that the jobs exit without the batch system scheduler intervention)

· Number of failed jobs (the batch system scheduler killed the job)

For each job: 

· Used CPU time

· Used Memory
· Used Swap


	Req-2.0
	The accounting system must be able to track the usage of the OSG SE.

	Explanation
	Today most of the OSG sites offer simple disk space storage without of the QoS offered by a real SE (a la SRM interface) therefore the accounting system should track just disk usage per user. 


	Req-3.0
	The accounting system must track the usage of the OSG file transfer service.

	Explanation
	This is the service provided by the GridFTP server. The resources consumed by this service are network bandwidth, temporary disk space for caching and CPU times of the hosts involved in the data movements.


	Req-4.0
	The accounting system must report resource utilization per grid user.

	Explanation
	Reporting resource usage per user is the only way the accounting system can provide detailed accounting information that can be use to support the missions of all the system users.


3.2 Service Usage Data Gathering
	Req-5.0
	The accounting system must publish an interface so that a service or resource can report its usage across the network (push model)

	Explanation
	In the OSG model, each service should be responsible to push it usage information to the accounting system.


	Req-6.0
	The accounting system must be able to gather usage information from services that do not directly report their usage (pull model)

	Explanation
	The current versions of the OSG services do not have the ability to report their usage; therefore, the accounting system has to deploy a set of probes to measure the service usage.


	Req-6.1
	The accounting system must minimize its interference with the services of which it measures the usage.

	Explanation
	For instance, a probe which keeps querying a job scheduler system will affect greatly the performance of a CE therefore is not acceptable.


3.3 Accounting Information Storing 
	Req-7.0
	The accounting system must provide a persistent data store for the accounting records.

	Explanation
	Accounting information must be stored so that users can access the information when they need. Also accounting records can be subjects to auditing.


	Req-7.1
	The accounting system must store not just the accounting records but also the accounting data used to compile the accounting records.

	Explanation
	This is mainly for auditing and security reasons.


	Req-8.0
	The accounting system must give resource providers full control of the accounting information storage.

	Explanation
	Resource providers own the accounting information. They must retain controll on who access this information, where and how. Therefore, the resource providers must own the primary storage of accounting data and records. 


3.4 Accounting Information Publishing
	Req-9.0
	The accounting system must provide a mechanism through which each site can publish its accounting records.

	Explanation
	Resource providers own the accounting information. They must retain controll on who access this information, where and how. 


	Req-10.0
	The accounting system must provide a mechanism through which each resource provider can decide which accounting records to publish and which to keep private as well as who has access to what.

	Explanation
	Resource providers own the accounting information. They must retain controll on who access this information, where and how. 


3.5 Accounting Records Tagging
	Req-11.0
	Accounting record must be “taggable”.

	Explanation
	The accounting system must provide a mechanism that resource provider manager can use to tag accounting records. This will simplify repetitive queries and auditing activities.
In addition tags could be used to decide the access control list for the accounting records. 


3.6 Auditing

	Req-12.0
	The accounting system must provide a mechanism to link an accounting record with the usage data (records of actions and events related to the user’s resource usage) such that from a tabular view of the accounting record it is possible to see its detailed usage data.

	Explanation
	Because the accounting information will be used by many users to evaluate contracts and resource allocation models, it is paramount that the users have a certain confidence in he produced accounting information.
The accounting system will provide a mechanism to keep all the accounting information (usage data, authentication information….)  that is used to create the final accounting records. 


3.7 Accounting Information Viewing
At this time we do not have many requirements for this section. Hopefully we will get more once the prototype is out.

	Req-13.0
	The accounting system must provide a web interface that users can use to query the accounting data storage.

	Explanation
	None.


3.8 Accounting Records Importing and Exporting

	Req-14.0
	The accounting system must provide an export function that allows exporting a selected number of accounting records in Windows Comma Separated format (for importing in Excel), XML format and ROOT format.

	Explanation
	This feature will allow users to use various tools for accounting records processing and viewing


4 Non-Functional Requirements
4.1 Security

	Req-15.0
	The accounting system must protect accounting information from unauthorized access (read and write)

	Explanation
	Accounting information contains detailed information about users and systems.  Typically, sites want to keep this information private to prevent cyber security incidents and to respect the privacy rights.


	Req-15.1
	The accounting system communication channels must be secure (they will support confidentiality and data integrity)

	Explanation
	See explanation of req-15.0.
In addition, international agreements require that user’s accounting data must be encrypted when crossing national borders.


4.2 Interoperability
	Req-16.0
	The accounting system must interoperate with TeraGrid and LCG (EGEE and gLITE).

	Explanation
	Many VOs will use multiple grids from the OSG partners. The accounting systems of the difference grids must be able to exchange data so that reports about resource consumptions at the VOs can be compiled.


4.3 Scalability

	Req-17.0
	The accounting system must be able to track at least 1,000 services instances.

	Explanation
	Currently deployed grids have no more than 100 services running. 


	Req-17.1
	An accounting system repository must support up to 10,000 users or querying accounting information concurrently.

	Explanation
	None.


4.4 Fault Tolerance

	Req-18.0
	The accounting system must monitor its components and communication channels 

	Explanation
	Because the accounting information will be used to evaluate VO-resource providers contracts and resource allocation models, it is paramount that users have a certain confidence in the produced accounting information. Lack of accounting information due to an internal failure must be distinguished from the lack of accounting information due to a service inactivity or failure.


	Req-18.1
	The accounting system must be structured so that a it is possible to build a system that does not have a single point of failure

	Explanation
	As a complete (hardware+software) the accounting system should be deployable in such a way that the system would not have a single point of failure. 


4.5 Flexibility and Extendibility
	Req-19.0
	The accounting system must be flexible and extendible so that the introduction of a requirement to support a specific economic model does not require major redesign or radical changes in the architecture.

	Explanation
	Even though the first version of the accounting system is concerned only with tracking the usage of services and resources, it is very likely that in the future an economic model for resource allocation will emerge and be adopted by the OSG.


4.6 Maintainability
	Req-20.0
	The accounting system will support automatic and manual updates. 

	Explanation
	The system should reduce as much as possible system administrator work.













































































Figure � SEQ Figure \* ARABIC �3�: Use-cases diagram.

































































Figure � SEQ Figure \* ARABIC �2�: OSG services in the OSG Architecture
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