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Executive Summary 
[bookmark: _Toc331497589]Open Science Grid Overview  
[bookmark: _Ref331412583]Open Science Grid (OSG) is a large-scale collaboration that is advancing scientific knowledge through high performance computing and data analysis by operating and evolving a cross-domain, nationally distributed cyber-infrastructure (Figure 1). 


[bookmark: _Ref331411852][bookmark: _Ref331417792][bookmark: _Ref331412589]Figure 1: Sites in the OSG Facility

Meeting the strict demands of the scientific community has not only led OSG to actively drive the frontiers of High Throughput Computing (HTC) and massively Distributed Computing, it has also led to the development of a production quality facility. OSG’s distributed facility, composed of laboratory, campus, and community resources, is designed to meet the current and future needs of scientific operations at all scales. It provides a broad range of common services and support, a software platform, and a set of operational principles that organizes and supports scientific users and resources via the mechanism of Virtual Organizations (VOs).
The Large Hadron Collider (LHC) scientific collaborations are major stakeholders in the OSG. The Worldwide LHC Computing Grid (WLCG) depends on the OSG for access to and support of resources and services, as well as the support for and provisioning of software, in the U.S. OSG provides access to collaboration resources which have, over the past year, contributed more than 30% of the resources used by the experiments, as well as significant operational and software services in support of the experiments and the WLCG joint project. OSG acts as an anchor of collaboration across US ATLAS, US CMS and Alice USA, providing means and mechanisms for joint activities and initiatives.
The success of the globally distributed Grid computing facility has been acknowledged as an important factor contributing to the recent announcement of discovery of a new boson particle, “...consistent with the Higgs boson” from the LHC[footnoteRef:1]. The OSG is proud to be a part of this facility and to be regarded highly enough by the scientific collaborations themselves to be supported to continue these activities over the next five years.  [1:  http://press.web.cern.ch/press/PressReleases/Releases2012/PR17.12E.html] 

The OSG program consists of a Consortium of contributing communities (users, resource administrators, and software providers) and a funded project. The OSG project has just been extended until 2017 and is jointly funded by the Department of Energy and the National Science Foundation.
High Throughput Computing technology created and incorporated by the OSG and its contributing partners has now advanced to the point that scientific users (VOs) are utilizing more simultaneous resources than ever before. Typical VOs now utilize between 15 and 20 resources with some routinely using as many as 40 – 45 simultaneous resources. The overall usage of OSG has increased again by approximately 50% this past year and continues to grow at a steady rate as shown in Figure 2.


[bookmark: _Ref331497560][bookmark: _Ref331411867]Figure 2: OSG Usage (hours/month) from July 2008 to July 2012

Utilization by each stakeholder varies depending on its needs during any particular interval.  Overall use of the facility for the 12 month period ending June 2012 was 636M hours compared to 424M hours for the previous 12 months period reported ending June 2011; detailed usage plots can be found in the attached document on Production on Open Science Grid.  During stable normal operations, OSG now provides over 1.7M CPU wall clock hours a day (~71,000 cpu days per day) with peaks occasionally exceeding 2M hours a day; approximately 500K opportunistic hours (~30%) are available on a daily basis for resource sharing. Based on transfer accounting, we measure approximately 0.8 PetaBytes of data movement (both intra- and inter-site) on a daily basis with peaks of 1.4 PetaBytes per day. Of this, we estimate 25% is GridFTP transfers between sites and the rest is via LAN protocols.
[bookmark: _GoBack]The number of Non-HEP CPU-hours (Figure 3) is often greater than 1 million CPU hours per week (average = 1.1 M) even with the LHC actively producing data.  Non-physics use now averages 85K hours/day (9% of the total).


[bookmark: _Ref331496259]Figure 3: OSG non-HEP weekly usage from August 2011 to July 2012 


While OSG does not own the computing, storage, or network resources used by the scientific community, these resources are contributed by the community, organized by the OSG facility, and governed by the OSG Member Consortium; these resources are summarized in Table 1.

[bookmark: _Ref331418026][bookmark: _Ref331418019]Table 1: OSG computing resources 
	
	2011
	2012

	Number of Grid interfaced processing resources on the production infrastructure
	131
	153

	Number of Grid interfaced data storage resources on the production infrastructure
	61
	68

	Number of Campus Infrastructures interfaced to the OSG
	9  (GridUNESP, Clemson, FermiGrid, Purdue, Wisconsin, Buffalo, Nebraska, Oklahoma, SBGrid)
	11  (GridUNESP, Clemson, FermiGrid, Purdue, Wisconsin, Buffalo, Nebraska, Oklahoma, SBGrid, Virginia Tech, Florida)

	Number of National Grids interoperating with the OSG 
	3 (EGI, NGDF, TeraGrid)
	3 (EGI, NGDF, XSEDE)

	Number of processing resources on the integration testing infrastructure
	28
	30

	Number of Grid interfaced data storage resources on the integration testing infrastructure 
	11
	8

	Number of Cores accessible to the OSG infrastructure 
	~70,000
	~110,000

	Size of Disk storage accessible to the OSG infrastructure
	~29 Petabytes
	~40 petabytes

	CPU Wall Clock usage of the OSG infrastructure
	Average of 56,000 CPU days/ day during May 2011
	Average of 90,000 CPU days/ day during June 2012




[bookmark: _Toc330971745][bookmark: _Toc330971746][bookmark: _Toc330971747][bookmark: _Toc330971748][bookmark: _Toc330971749][bookmark: _Toc280080899][bookmark: _Toc280080900][bookmark: _Toc330971750][bookmark: _Toc330971751][bookmark: _Toc330971752][bookmark: _Toc330971753][bookmark: _Toc330971754][bookmark: _Toc330971755][bookmark: _Toc330971756][bookmark: _Toc330971757][bookmark: _Toc330971758][bookmark: _Toc330971759][bookmark: _Toc330971760][bookmark: _Toc330971788][bookmark: _Toc280080929][bookmark: _Toc280272529][bookmark: _Toc280276398][bookmark: _Toc280276593][bookmark: _Toc280276788][bookmark: _Toc280277045][bookmark: _Toc280080930][bookmark: _Toc280272530][bookmark: _Toc280276399][bookmark: _Toc280276594][bookmark: _Toc280276789][bookmark: _Toc280277046][bookmark: _Toc280080931][bookmark: _Toc280272531][bookmark: _Toc280276400][bookmark: _Toc280276595][bookmark: _Toc280276790][bookmark: _Toc280277047][bookmark: _Toc331497590]Science enabled by Open Science Grid 
Science enabled by the OSG fabric of services spans the large traditional high-energy physics experiments that have been using OSG for several years, as well as ongoing and new entrants from protein structure, nuclear physics, and small users from several other scientific disciplines. 
Over the past year we have seen an increase in use by a variety of protein structure analysis groups, an expansion in the benefits provided to the bio-informatics community, and an increase in diversity of science and research on individual campus infrastructures that are part of the OSG family.
Science and research results benefits to individual PIs on the campuses are increasing. These individuals and small groups use local job submission interfaces with support from local staff that are either part of or contributing to the OSG services. To date we rely mainly on indirect personal contact through the campus staff to find out about each individual use-case and outcomes.
The scientific results that have benefited from OSG support and services over the past 12 months include:
Discovery of a “higgs-like” boson at the LHC. In addition to this specific high profile scientific result, there are now 10s of scientific results published from each of the LHC collaborations.  The timeliness of these scientific publications has been enabled by OSG contributions to the WLCG and provision of additional resources local to the USA.
Scientific publications from the Fermilab Tevatron D0 and CDF experiments. OSG software and operational services support distributed analysis capabilities for both CDF and D0. Additionally, the OSG services provided “access to opportunistic resources” have enabled significant amounts of “simulation for D0 to be sustained with a minimal level of effort. 
Protein structure analysis: Figure 4 below (from the excellent talk at the OSG All Hands Meeting by Frank Wüerthwein) shows the variety of protein structure applications now using OSG services.
	
[bookmark: _Ref331418176]Figure 4: Protein Structure Applications using OSG services



The following slides from this same talk show seven different applications and research results including different X-ray crystallography analyses and pattern matching for proteins in the highly regarded and used Protein Data Bank. The slides include additional information about the specifics of each research group’s goals and outcomes, as well as their use of OSG services:
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Earthquake Engineering Simulations: Following from an initial PhD student use of OSG in 2011, a post-doc part of the research arm of the Network for Earthquake Engineering Simulation (NEEScomm) project, has performed production simulations and is now publishing the scientific outcomes based on results benefiting from OSG services:
	



Nuclear Physics Simulations. There are now three nuclear physics communities with research outcomes benefiting from the OSG. The Duke University group of Steffen A Bass has continued their work,  the Glue-X TNJF experiment has expanded its Monte Carlo throughput, and the Electron Ion Collider group at Brookhaven National Lab doing simulations for a new accelerator has completed initial production runs:
	
	

	
	


University of Wisconsin Campus Science: The science benefiting from the OSG at the University of Wisconsin Madison includes biological magnetic resonance (BMRB[footnoteRef:2]), and medical engineering, chemistry and climate. We give a sample scientific outcome below: [2:  http://www.bmrb.wisc.edu/] 

	




University of Nebraska Lincoln Campus Science: Research topics of researchers enabled by the OSG at UNL include climatology (WRF), mechanical engineering (LS-Dyna), software engineering (AFOSR), nanoscience, proteomics, mass-spectroscopy and protein structure, and educational psychology.
University of California San Diego Campus Science: Besides the protein data bank work mentioned above, analysis of data from the Wilkinson Microwave Anisotropy Prove (WMAP) mission has provided research outputs in the arena of gravitational lensing. (http://arxiv.org/abs/1104.0015)

[bookmark: _Toc330888171][bookmark: _Toc330888172][bookmark: _Toc330888173][bookmark: _Toc330888174][bookmark: _Toc330888175][bookmark: _Toc330888176][bookmark: _Toc330888177][bookmark: _Toc330888178][bookmark: _Toc330888179][bookmark: _Toc330888180][bookmark: _Toc331497591]Technical achievements in 2011-2012  
In the past 12 months, the main technical achievements that directly support science and research include:
Transition of the software from being packaged and released using the parochial Pacman tool to the standard RPM based tools.
Operational support for three of the four LHC collaborations (ALICE, ATLAS, CMS), and contributions to the World Wide LHC production grid facility that have met or exceeded the Service Level Agreements previously established.
Production job submission (pilot factory) services at Indiana and UCSD used for more than 50% of the job submissions on OSG accessible resources, with another 25% being through the ATLAS Panda pilot based infrastructure.
Pre-production run support for LSST and NEES,
Reports from Technology Investigations that have improved the software offerings as OSG document numbers:
glexec Usability Improvements 
Improved Site Accounting 
Grid usage of Condor VM Universe 
OSG Public Storage and iRODS Integration. There is now an activity to move the use of IRODS into initial production.  
In summary, OSG continues to demonstrate that national cyber infrastructure based on federation of distributed resources can effectively meet the needs of researchers and scientists.

[bookmark: _Toc331497592]Preparing for the Future 
In spring 2012, the proposal “The Open Science Grid– The Next Five Years: Distributed High Throughput Computing for the Nation’s Scientists, Researchers, Educators, and Students” was jointly funded, at a reduced budget, by the National Science Foundation (NSF) Mathematics and Physics Section and the Office of CyberInfrastructure, and the Department of Energy (DOE) Office of High Energy Physics, with contribution from the Nuclear Physics Office. Transition to the new project has occurred smoothly over the spring and summer of 2012.  Lothar Bauerdick was confirmed as Executive Director of the by the OSG Council in February. He has retained the existing Executive Team and organizational structure with small changes described below.  Ruth Pordes was confirmed as the chair of the Council in March. We acknowledge the contributions of the recent past chairs: Paul Avery, Kent Blackburn and Rick Snider.  During this period the charter for the OSG Consortium was revised. The previous charter had been in place for 5 years and the new charter sets the stage for our next phase. In concert with the charter revision, we assessed the objectives of the OSG over 2006-2011 and identified some lessons learned. 

As part of preparing for the future OSG is now investing more effort in network and campus activities – and is pleased with the proposed addition of new institutions and staff at the University of Michigan, Shawn McKee, and the Morgridge Institute for Research, Brooklin Gore. 
[bookmark: _Toc248132405][bookmark: _Toc248132449][bookmark: _Toc248132585][bookmark: _Toc248132776][bookmark: _Toc248132834][bookmark: _Toc248132918][bookmark: _Toc248134245][bookmark: _Toc248134425][bookmark: _Toc248132406][bookmark: _Toc248132450][bookmark: _Toc248132586][bookmark: _Toc248132777][bookmark: _Toc248132835][bookmark: _Toc248132919][bookmark: _Toc248134246][bookmark: _Toc248134426][bookmark: _Toc248132407][bookmark: _Toc248132451][bookmark: _Toc248132587][bookmark: _Toc248132778][bookmark: _Toc248132836][bookmark: _Toc248132920][bookmark: _Toc248134247][bookmark: _Toc248134427][bookmark: _Toc248132408][bookmark: _Toc248132452][bookmark: _Toc248132588][bookmark: _Toc248132779][bookmark: _Toc248132837][bookmark: _Toc248132921][bookmark: _Toc248134248][bookmark: _Toc248134428][bookmark: _Toc248132409][bookmark: _Toc248132453][bookmark: _Toc248132589][bookmark: _Toc248132780][bookmark: _Toc248132838][bookmark: _Toc248132922][bookmark: _Toc248134249][bookmark: _Toc248134429][bookmark: _Toc248132410][bookmark: _Toc248132454][bookmark: _Toc248132590][bookmark: _Toc248132781][bookmark: _Toc248132839][bookmark: _Toc248132923][bookmark: _Toc248134250][bookmark: _Toc248134430][bookmark: _Toc248132411][bookmark: _Toc248132455][bookmark: _Toc248132591][bookmark: _Toc248132782][bookmark: _Toc248132840][bookmark: _Toc248132924][bookmark: _Toc248134251][bookmark: _Toc248134431][bookmark: _Toc248132412][bookmark: _Toc248132456][bookmark: _Toc248132592][bookmark: _Toc248132783][bookmark: _Toc248132841][bookmark: _Toc248132925][bookmark: _Toc248134252][bookmark: _Toc248134432][bookmark: _Toc248132413][bookmark: _Toc248132457][bookmark: _Toc248132593][bookmark: _Toc248132784][bookmark: _Toc248132842][bookmark: _Toc248132926][bookmark: _Toc248134253][bookmark: _Toc248134433][bookmark: _Toc248132414][bookmark: _Toc248132458][bookmark: _Toc248132594][bookmark: _Toc248132785][bookmark: _Toc248132843][bookmark: _Toc248132927][bookmark: _Toc248134254][bookmark: _Toc248134434][bookmark: _Toc248132415][bookmark: _Toc248132459][bookmark: _Toc248132595][bookmark: _Toc248132786][bookmark: _Toc248132844][bookmark: _Toc248132928][bookmark: _Toc248134255][bookmark: _Toc248134435][bookmark: _Toc248132416][bookmark: _Toc248132460][bookmark: _Toc248132596][bookmark: _Toc248132787][bookmark: _Toc248132845][bookmark: _Toc248132929][bookmark: _Toc248134256][bookmark: _Toc248134436][bookmark: _Toc248132417][bookmark: _Toc248132461][bookmark: _Toc248132597][bookmark: _Toc248132788][bookmark: _Toc248132846][bookmark: _Toc248132930][bookmark: _Toc248134257][bookmark: _Toc248134437][bookmark: _Toc248132418][bookmark: _Toc248132462][bookmark: _Toc248132598][bookmark: _Toc248132789][bookmark: _Toc248132847][bookmark: _Toc248132931][bookmark: _Toc248134258][bookmark: _Toc248134438][bookmark: _Toc248132419][bookmark: _Toc248132463][bookmark: _Toc248132599][bookmark: _Toc248132790][bookmark: _Toc248132848][bookmark: _Toc248132932][bookmark: _Toc248134259][bookmark: _Toc248134439][bookmark: _Toc248132420][bookmark: _Toc248132464][bookmark: _Toc248132600][bookmark: _Toc248132791][bookmark: _Toc248132849][bookmark: _Toc248132933][bookmark: _Toc248134260][bookmark: _Toc248134440][bookmark: _Toc248132421][bookmark: _Toc248132465][bookmark: _Toc248132601][bookmark: _Toc248132792][bookmark: _Toc248132850][bookmark: _Toc248132934][bookmark: _Toc248134261][bookmark: _Toc248134441][bookmark: _Toc248132422][bookmark: _Toc248132466][bookmark: _Toc248132602][bookmark: _Toc248132793][bookmark: _Toc248132851][bookmark: _Toc248132935][bookmark: _Toc248134262][bookmark: _Toc248134442][bookmark: _Toc248132423][bookmark: _Toc248132467][bookmark: _Toc248132603][bookmark: _Toc248132794][bookmark: _Toc248132852][bookmark: _Toc248132936][bookmark: _Toc248134263][bookmark: _Toc248134443][bookmark: _Toc248132424][bookmark: _Toc248132468][bookmark: _Toc248132604][bookmark: _Toc248132795][bookmark: _Toc248132853][bookmark: _Toc248132937][bookmark: _Toc248134264][bookmark: _Toc248134444][bookmark: _Toc248132425][bookmark: _Toc248132469][bookmark: _Toc248132605][bookmark: _Toc248132796][bookmark: _Toc248132854][bookmark: _Toc248132938][bookmark: _Toc248134265][bookmark: _Toc248134445][bookmark: _Toc248132426][bookmark: _Toc248132470][bookmark: _Toc248132606][bookmark: _Toc248132797][bookmark: _Toc248132855][bookmark: _Toc248132939][bookmark: _Toc248134266][bookmark: _Toc248134446][bookmark: _Toc248132427][bookmark: _Toc248132471][bookmark: _Toc248132607][bookmark: _Toc248132798][bookmark: _Toc248132856][bookmark: _Toc248132940][bookmark: _Toc248134267][bookmark: _Toc248134447][bookmark: _Toc203898422]OSG is now an XD Service Provider (SP) and acts as part of the XSEDE federation; Miron Livny is a member of the SP Forum. OSG and XSEDE have established the following “connection points”: 1) The OSG Campus Infrastructure and the Training Education Outreach Service Campus Champions; 2) The OSG User Support and the XSEDE ECSS for scientists adapting and running their applications on OSG resources allocated through the XSEDE XRAC; and 3) The two operational security areas.
[bookmark: _Toc203898424][bookmark: _Toc331497593]
The OSG Distributed Infrastructure
[bookmark: _Toc125186355][bookmark: _Toc331497594]Usage of the OSG Facility 
The OSG facility provides the platform that enables production by the science stakeholders; this includes operational capabilities, security, software, integration, testing, packaging and documentation as well as VO and User support. Scientists who use the OSG demand stability more than anything else and we are continuing our operational focus on providing stable and dependable production level capabilities, especially as the usage of the OSG facility continues to increase. 
The stakeholders continued to perform record amounts of processing.  The two largest experiments, ATLAS and CMS stepped up their simulation and analysis in preparation for the new physics announcements at iCHEP that led to the new boson (consistent with the Higgs mechanism) discovery announcement in July 2012.  The OSG infrastructure has demonstrated that is up to the challenge and continues to meet the needs of the stakeholders. Currently over 0.7 Terabytes of data is transferred every day and more than 6 million jobs complete each week.
[image: http://gratiaweb.grid.iu.edu/gratia/bar_graphs/vo_hours_bar_smry?endtime=2012-07-18+23%3A59%3A59&span=604800&starttime=2011-08-04+00%3A00%3A00] 
Figure 5: OSG facility usage vs. time for the past 48 months, broken down by VO
During the last year, the usage of OSG resources by VOs increased by ~50% from about 11M hours per week to roughly 16M hours per week.  OSG provides an infrastructure that supports a broad scope of scientific research activities, including the major physics collaborations, biological sciences, nanoscience, applied mathematics, engineering, and computer science.  Most of the current usage continues to be in the area of physics but non-physics use of OSG is an important area with current usage up to approximately 1.1M (from 0.7M) hours per week (averaged over the last year) spread over 18VOs.

Figure 6: OSG facility usage vs. time for the past 12 months, broken down by Site. 
(“Other” represents the summation of all other “smaller” sites)
With over 110 sites, the production provided on OSG resources continues to grow; the usage varies depending on the needs of the stakeholders.  During normal operations, OSG provides more than 1.7 M CPU wall clock hours a day with peaks occasionally exceeding 2.0 M CPU wall clock hours a day; between 500K and 600K opportunistic wall clock hours are available on a daily basis for resource sharing.
The Tier-3 sites that we heavily invested in the past now perform steadily, just like many of the Tier-2 sites. This is notable since many of their administrators do not have formal computer science training and thus special frameworks were developed to provide effective and productive environments and support. 
OSG actively supports it stakeholders in the broad deployment of a flexible set of software tools and services for efficient, scalable and secure distribution of workload among OSG sites. Both major Workload Management Systems supported by OSG – glideinWMS and Panda – saw significant usage growth in the last year as these are rapidly becoming the preferred mechanism for OSG usage. Nearly all of the OSG VOs are now utilizing this mechanism for submitting jobs to the OSG. At the request of our stakeholders, OSG began operation of two glideinWMS factories to support this effort.
As evidenced by increase in volume, scope and diversity of the workload handled globally by the OSG supported Workload Management Systems this program continues to be extremely important for the science community. The OSG continues to draw new entrants from diverse areas of research who receive significant benefit by leveraging stable and proven environment for access to resources, job submission and monitoring tools created and maintained by OSG.
In summary, OSG has demonstrated that it is meeting the needs of US CMS and US ATLAS stakeholders at all Tier-1’s, Tier-2’s, and Tier-3’s.  OSG is successfully managing the uptick in cycles and data movement as the LHC data taking continues into 2012.  And OSG continues to actively support and meet the needs of a growing community of non-LHC science communities that are increasing their reliance on OSG. 

[bookmark: _Toc330971794][bookmark: _Toc330971795][bookmark: _Toc330971796][bookmark: _Toc330971797][bookmark: _Toc330971798][bookmark: _Toc330971799][bookmark: _Toc330971800][bookmark: _Toc330971801][bookmark: _Toc330971802][bookmark: _Toc330971803][bookmark: _Toc330971804][bookmark: _Toc330971805][bookmark: _Toc330971806][bookmark: _Toc330971807][bookmark: _Toc330971808][bookmark: _Toc331497595]Technology Planning 
The OSG Technology Area provides the OSG with a mechanism for medium to long-term technology planning.  This is accomplished via two sub-groups, the Blueprint and Investigations groups.
Blueprint: The blueprint sub-group records the conceptual principles of the OSG and focuses on the long-term evolution of the OSG.  The Blueprint group meets approximately quarterly and, under the direction of the OSG Technical Director, updates the “Blueprint Document” to reflect our understandings of the basic principles, definitions, and the broad outlines of how the elements fit together.  The primary topics discussed at the blueprint meetings this year include plans for the “gateway” technology in the OSG-CE in the next five years, information system futures, campus grid plans, the intersection of cloud computing with OSG, and federated identity plans.
The Blueprint group undertook a major update of the OSG Blueprint Document in the prior year, and has been maintaining the document throughout the year after each Blueprint meeting.
Investigations: To manage the influx of new external technologies - while keeping to the OSG principles - this sub-group does investigations to understand the concepts, functionality, and impact of external technologies.  The goal is to identify technologies that are potentially disruptive in the medium-term of 12-24 months and give the OSG recommendations on whether and how to adopt them.  Based on these recommendations, a temporary team may be formed from technology staff and other areas to help guide the technology into the OSG.  The selection of investigation topics are driven by the outcomes of the blueprint meetings, stakeholder requests, and the OSG executive team.
We consider the following work “highlights” of the past year:
OASIS:  The OSG Application Software Installation Service began this year as a mechanism to improve software distribution across the OSG for small groups.  The current prototype is based on the CernVM FS and distributes the software for groups via a network of HTTP caches.  The underlying software has been used heavily by the LHC VOs, and will benefit the rest of the OSG.
Next-gen CE:  OSG is actively investigating alternate gateway technology to serve as a basis for the OSG-CE.  This would align us with the software stack in Europe, provide us with an alternate provider for a key technology, and allow us to evolve the CE’s architecture.
Resource Isolation: A persistent fear for sites is that opportunistic users’ jobs will interfere with the owner’s jobs on a node – either through crashing the node or crashing other jobs on the same node.  Historically, Linux has done a poor job of isolating jobs from each other; this is changing with the surge in interest in virtualization.  The OSG Technology Area has worked with the Condor team to give Condor the ability to utilize the newer kernel features related to resource isolation.  This has resulted in more resilient and reliable worker nodes for the grid.
Information Services: Each OSG-CE reports a description of the local site to central services; a subset of this information is passed to the WLCG so sites can take part in the global information services.  The software powering the information services on the OSG-CE is considered heavyweight and not reliable.  The Technology team worked to find a lighter-weight replacement using modern messaging systems.  While the technology was considered acceptable, we decided against using it.  As a part of the investigation, we did a survey of the users of the system, and found the entire infrastructure could be simplified considerably.  We are currently working to retire the current system; the interoperability use case will be handled solely using central registration data, and the site portions will gradually be moved to use the existing monitoring tools.  This investigation is worth highlighting because it shows the greatest benefit from an investigation is not necessarily the technology itself; sometimes it is the indirect discoveries.
Other work done in investigations include improvements to the glexec software, improving the coverage of OSG site accounting to be equivalent to Amazon EC2, prototyping iRODS for OSG use (with the User Support Area), and using the Condor VM universe via the OSG-CE.
Communications: Another important aspect of the team is to communicate our knowledge external to the OSG.  All investigation results are uploaded to the OSG DocDB.  This area coordinated the OSG’s participation in the WLCG’s Technology Evolution Groups and the Area lead co-chaired one of these groups.  We participate in and present at the WLCG’s Grid Deployment Board.  The WLCG interoperability group reports to the Technology Area.  To further engage and inform the wider community, we maintain a blog chronicling our activities (http://osgtech.blogspot.com).
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Over the last year, the OSG Software Stack has undergone a significant transition: beginning in June 2011 we converted our entire software packaging infrastructure from an outdated and little used system called Pacman and moved to the RPM/yum community standard. This required us to rebuild and repackage our entire set of software within a short timeframe: the vast majority was done during a seven-month period from June 2011 to December 2011. 
Since we first began distributing software as part of projects that preceded OSG (GriPhyN and iVDGL), we have been using Pacman, a packaging system that is used to download, install, and manage software distributions. While Pacman has a number of very desirable features that made it attractive to us it has become increasingly clear that it is no longer the right solution for the majority of our user community. Pacman’s primary disadvantage is that it is nearly completely unknown outside of our user community. When an institution hires a new system administrator, there is a good chance that they know about RPM and yum; if they do not, it is easy to find many books and articles to teach them what they need to know. However, it is very unlikely that a newly hired staff member will know anything about Pacman, and there are few community resources to help them. 
Perhaps more importantly, it is very hard to share labor with a wider community, which is essential to our ability to sustain software distributions. For example, if someone creates a new source RPM, it is usually straightforward to share it with many communities: it can usually be reused with little or no work. In addition, it is easy for people to learn how to create RPMs due to extensive existing documentation. However, with Pacman it is not so straightforward. Due to the tight coupling of packages within a Pacman distribution, it is fairly challenging for one person to create a Pacman package and have it be easily usable by other groups. Therefore, by providing RPMs that match the community standards, we gain two significant advantages. First, it is easier for people to donate software packages to us. Second, it is easier for us to donate software packages to other software distributions (such as Fedora, Red Hat, or third-party software repositories such as EPEL). When our software packages become part of these distributions, not only can we continue to maintain them but other people in the larger Linux community may also help to maintain the software, thus sharing the labor with us.
It is useful to think about this change, not in terms of RPM and Pacman, but in terms of in terms of leveraging and sharing with existing communities. When beginning our work on transitioning to RPMs, we defined our Principle of Community Packaging:

When possible, we should use packages from existing and/or broader communities;
Otherwise we should make our own packages but contribute them back. 
Therefore, we should package software only when one of the following is true:
1. The software is not already packaged; or
2. The software is packaged but needs significant changes to be acceptable to our users. 

An implication of this principle is that we can do this only when we adopt the same packaging mechanism (in our case RPM) that is used in our wider community. 
We focused the entire effort of the software team on making a successful transition to RPMs during the second half of 2011. By early October we made our first release of a subset of the software and by mid-December we released on schedule nearly all of the software previously shipped, and enough to build a complete OSG site. The missing components were added in spring 2012. This new software stack is called OSG Software (or VDT) 3.
As part of this transition, we upgraded several software components, including a significant upgrade from Globus 4.0 to Globus 5.2, done with close collaboration with the Globus Team, which worked hard to ensure both that Globus is well-packaged as RPMs and that it continues to meet the scale of operations required by OSG. 
As a result of moving to RPM and yum, we have dropped support for a few platforms, including Debian and Mac OS X. We hope to offset support for these platforms in the future. (We have some limited Debian support for a small subset of our software stack as used by the LIGO collaboration.) In April 2012 we added support for Scientific Linux 6, which is needed by the LHC experiments as they upgrade their facilities. 
In May 2012, we published a paper in the Computing in High Energy and Nuclear Physics (CHEP) 2012 conference that described this transition in more detail.
Since our initial release of OSG Software 3, we have released a variety of updates, roughly two per month. The ability to release quick updates in response to user needs is in part due to new build and release processes that are result from our new packaging choices. 
The use of RPM has already paid dividends. For example, we added the CernVMFS software to our distribution in June 2012. Because the developers of CernVMFS already distribute the software as RPMs, our process for building the software was simple (an afternoon or less of work) and we focused on the integrating the software into our distribution and documentation.
We are aware that OSG users, although they appreciate the new style of software distribution, may need significant support in making the transition. We have updated our support processes to streamline and improve them. In particular, we have moved from using a distinct software ticketing system and now share the same ticket system used by the Grid Operations Center. We have also formalized our support policies; in particular all members of the OSG Software Team share the support responsibilities via a weekly rotating assignment to process incoming tickets. 
With the same goals in mind, in April 2012 we conducted a one-day training program for the members of the Grid Operations Center to teach them the basics of using and supporting the new OSG Software 3 release. 
We have continued using our Integration Testbed to validate software before releasing it. Because the majority of jobs on OSG are being run as pilot jobs, often GlideinWMS, we are currently adding the ability to use GlideinWMS on the ITB. This will allow us both to validate our software in the same environment that users experience and will allow users to directly use our testbed for full verification. 
We have continued to do scalability and readiness testing of our software through our sub team at UCSD. In particular, in the past year they have done significant testing with Globus, glexec, and GUMS to ensure they are ready for release. This is an invaluable part of our testing because they test at a much larger scale than is easily done on the Integration Testbed. 
In December 2011 we began supporting the Bestman storage software due to the developer’s lack of continued funding. We have been developing the in-house expertise to maintain, update, and release Bestman. For example, we have made several bug fixes and have substantially changed the packaging to allow for easier distribution of the libraries that Bestman depends on for its operations. 

[bookmark: _Toc331497597]Campus Grids and Site Support 
An ongoing effort is the introduction of distributed HTC (DHTC) infrastructures onto campuses. The DHTC principles (diverse resources, dependability, autonomy and mutual trust) that OSG advances and implements at a national level apply equally well to a campus environment. The goal of the Campus DHTC infrastructure activity is to continue and translate this natural fit into a wide local deployment of high throughput computing capabilities at the nation’s campuses, bringing locally operated DHTC services to production in support of faculty and students as well as enabling integration with XSEDE, the national OSG production fabric, and other cyber infrastructures.  Deploying DHTC capabilities onto campuses carries a strong value proposition for both the campus and the OSG. Intra-campus sharing of computing resources enhances scientific competitiveness and when interfaced to the OSG production infrastructure increases the national computational throughput.
To accomplish this we are implementing the following approach that aims to eliminate key barriers to the adoption of HTC technologies by small research groups on our campuses.
Support for local campus identity management services removes the need for the researchers to fetch and maintain additional security credentials such as grid certificates.
An integrated software package that moves beyond current cookbook models that require campus IT teams to download and integrate multiple software components. This package does not require root privileges and thus can be easily installed by a campus researcher.
Coordinated education, training and documentation activities and materials that cover the potential, best practices and technical details of DHTC technologies.
A campus job submission point capable of routing jobs to multiple heterogeneous batch scheduling systems (e.g. Condor, LSF, PBS etc.). Previously existing campus DHTC models required that all resources are managed by the same scheduler.
The job submission interfaces presented to campus faculty and students are identical to those already in use today on the OSG production infrastructure.  Hence this provides a seamless mechanism for extending their work onto the OSG. This forms a natural seedbed of a new generation of computational scientists who can expand their local computing environment into the national CI.
We have continued working with campus communities at UCLA, Nebraska, Virginia Tech, Purdue and Wisconsin-Madison on a prototyping effort that includes enabling the formation of local HTC partnerships and dynamic access to shared local (intra-campus) and remote (inter-campus) resources using campus identities. 
Site support has been very important as we are now actively transitioning to the RPM based OSG distribution. We are able to provide one on one support to help sites get up and running to stable configurations and help debug issues that arise as part of the inevitable challenges of switching distribution packages. The Site Administrators Workshop in August 2011 and the “Talk with the experts” session during the OSG all hands meeting in March 2012 are other examples of constructive ways to build a community and serve OSG users. 
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The OSG Operations team provides the central point for operational support for the Open Science Grid and provides the coordination for various distributed OSG services.  OSG Operations publishes real time monitoring information about OSG resources, supports users, developers and system administrators, maintains critical grid infrastructure services, provides incident response, and acts as a communication hub.  The primary goals of the OSG Operations group are: supporting and strengthening the autonomous OSG resources, building operational relationships with peering grids, providing reliable grid infrastructure services, ensuring timely action and tracking of operational issues, and assuring quick response to security incidents.  In the last year, OSG Operations continued to provide the OSG with a reliable facility infrastructure and community support while at the same time improving services to offer more robust tools to the OSG stakeholders.  
OSG Operations actively supports US LHC and will continue to refine and improve our capabilities for these stakeholders. As OSG Operations supports the LHC data-taking phase, we have set high expectations for service reliability and stability of existing and new services.
With the increased support for campus and other community users, Operations is extending its services to meet new usage patterns and needs.
During the last year, the OSG Operations continued to provide and improve tools and services for the OSG:
Ticket Exchange mechanisms were updated as the WLCG GGUS and the ATLAS RT systems continue to evolve in their local environment. An automated ticket exchange with a new FNAL Service Now system has been deployed to better service USCMS and FermiGrid. 
Began support desk training program to educate operational staff and decrease the time an incident goes from reported to resolved. VDT, Condor, and WMS Glide-In areas were covered in first three sessions. 
OSG Software group was migrated from a separate ticketing system into Operations ticketing. 
The OSG Operations Support Desk continues to respond to ~160 tickets monthly.
Exceeded all expectations for service availability as defined by SLAs.
The BDII (Berkeley Database Information Index), which is critical to CMS and ATLAS production, has been at 99.93% availability during the preceding 12 months.
Using Apache Active Messaging Queue (Active MQ) we continue to provide WLCG with availability and reliability metrics.
Completed updating of Operations area documentation. 
And we continued our efforts to improve service availability via the completion of several hardware and service upgrades:  
Deployed production Glide-In factories at Indiana University and CERN.
Procured and installed hardware for OSG-XSEDE service.
Deployed software repository to distribute new RPM based releases.
Tested and developed new DigiCert CA front-end service. Deployment is scheduled for late summer.
Moved OSG public web pages from a commercially hosted service to the OSG Operations Center. 
Migrated several Operational services from DNS RR to Linux Virtual Server to improve efficiency of providing high availability services.
A new blog aggregator was deployed at blogs.opensciencegrid.org to provide a single consolidated blog written by OSG users, developers and staff. 




[bookmark: _Ref331418998]Table 2: OSG SLA Availability and Actual Availability (12 Months Beginning June 1, 2010)

	Operational Service
	SLA Defined 
Availability Level
	Actual Availability Achieved 

	BDII (Information)
	99.00%
	99.93%

	OIM (Registration)
	97.00%
	99.79%

	RSV (Monitoring)
	97.00%
	99.68%

	Software Cache
	97.00%
	99.91%

	Ticket Exchange
	97.00%
	99.85%

	MyOSG
	99.00%
	99.90%

	TWiki
	97.00%
	99.85%



As shown in Table 2 above Service reliability for OSG services remains excellent and we now gather metrics that quantify the reliability of these services with respect to the requirements provided in the Service Level Agreements (SLAs).  Regular (pre-announced) release schedules for all OSG services have been continued to enhance user testing and regularity of software release cycles for OSG Operations provided services. It is the goal of OSG Operations to provide excellent support and stable distributed core services that the OSG community can continue to rely upon and to decrease the possibility of unexpected events interfering with user workflow. 
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The Security team continued its focus on operational security, identity management, security policies, adopting useful security software, and disseminating security knowledge and awareness within OSG.
During 2010, OSG had conducted a series of workshops on identity management resulting in the collection of VO requirements as well as technical requirements from security experts. We concluded that improving the usability of the identity infrastructure was a major need. There was a strong desire to leverage OSG users’ already existing campus identities. During the first half of 2011, we undertook a pilot study where we integrated the OSG infrastructure with the InCommon federation which represents a large number of US universities. We used the CILogon Basic CA as a bridge between the campuses (InCommon) and the OSG. We demonstrated that an OSG user with a valid campus identity could access the participating OSG sites. We prepared a risk assessment of InCommon Federation and CILogon Basic CA, and presented it to the Fermilab and Brookhaven Laboratories Security Teams. The feedback was positive; both institutions did not perceive any major risk in adopting or recognizing credentials issued by CILogon Basic CA within the OSG infrastructure. Our next step is to provide the technical means to allow these institutions to accept such credentials from OSG users. Our goal is to have a broad discussion with all OSG sites about campus identities and allow them to start accepting campus credentials if they wish to do so. 
In operational security, we had a year with no direct grid security incidents. Although, we only had a single OSG site that was compromised, the attackers gained access by exploiting a vulnerability in the ssh daemon, not through any grid service. Moreover, the forensics investigation showed that attackers did not tamper with any of the grid middleware processes or files and, therefore, we do not think this was an attack targeted towards the grid resources. The OSG security team fully responded to the incident, identified the grid users who had utilized the compromised resources, provided them with new credentials, and then helped clean up and re-instate the compromised machines. 
The security team conducted an incident drill where we tested OSG sites’ ability to respond to a mock incident. In our previous two drills, we only tested Tier1 and Tier2 sites. This time we worked with Tier3 sites, much smaller in size and in dedicated human effort. We wanted this exercise to be a useful learning experience rather than a pass/fail type of test. Before the exercise we provided ample documentation on the skills we would test and also provided online help during the drill. Instead of assigning a failing grade and moving on, when a site admin had a trouble with a particular skill, we worked with them until they understood and completed the exercise. All our site admins completed the drill steps and demonstrated the skills that are required to respond to an incident. They all expressed that they benefited from the exercise. The sites also gave us important feedback for improving some of the OSG software that would help them perform their security duties. A report of the drill was delivered to the OSG Executive Team. We plan to continue with these exercises in future.
Over the past year, the security team assessed over 25 software security vulnerabilities and released security newsletters to the grid community explaining how to identify and patch the vulnerabilities. The reviewed software included OSG-distributed software as well as the critical software that comes with a standard Scientific Linux distribution. As an indication to the value of this service to our community, users outside of OSG community system asked to subscribe for these newsletters. 
The vulnerability monitoring tool, Pakiti, that we had adopted in March 2010 proved to be very useful in detecting vulnerabilities. We received requests from OSG site admins to provide the tool directly in VDT so that they could install a local version on their clusters for further evaluations of their sites. We started a work plan, in partnership with WLCG, to meet this request before the end of 2012.
We continued exchanging incident and vulnerability information across EGI/WLCG, XSEDE and OSG security teams. OSG Security Team also joined XSEDE operational security team as a Resource Provider. This collaboration has provided significant benefit for our community since we are able to receive and understand ongoing attacks and vulnerabilities and thus take timely precautions against those threats.
Regarding the X.509 certificate infrastructure, we had two major changes in the past year. First, the DOEGrids CA had to renew the certificate for its certificate signing CA. This was a major change that affected our entire production infrastructure; every OSG site needed to update their certificate caches. Through our collaboration with ESNet management, we were able to put the necessary changes in place. The second one was a change in the hashing algorithms used in end entity certificates. Due to the security weakness of SHA-1, IGTF and OSG decided to use SHA-2 certificates starting in 2013. OSG security and software teams worked together to identify and patch the OSG software that would be incompatible with new certificates. This work will continue until the end of 2012.   
As documented in the OSG Security Plan, we performed our annual Security Test and Controls which are designed to measure the security of OSG core services. The results from these controls are integrated into our annually updated OSG Risk Assessment document. The security control results and the risk assessment both were presented to the OSG Executive Team.  
Due to the expiration of SHA-1 and MD-5 hashing algorithms, IGTF had decided to start using SHA-2 hashes in certificates. OSG generated a test cache for the new certificates in the ITB and tested them against our software. We modified the needed software in the VDT stack and the ITB testing of this effort has been completed. Migration of OSG sites and VOs using to the new certificate cache is currently in progress.
During the March 2012 OSG All Hands meeting, we performed our annual site and VO security training. This year, instead of presentations or questionnaires, we prepared a hands-on step-by-step attack demonstration. The security team played the role of an attacker and demonstrated a couple of compromise scenarios on an OSG test computer. The team later showed step-by-step instructions on how to respond to the compromise and what precautions could have been taken long before the attack.
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The goal of the User Support area is to enable science and research communities from their initial introduction to the OSG to production usage of the DHTC services and to provide ongoing support for existing communities’ evolving needs.  As new communities join and leverage the OSG capabilities, they often require guidance in making appropriate choices from the technology solutions and support in transitioning their applications from their current model to the DHTC environment of the OSG.  And as existing communities evolve their use of OSG, they may also need technical assistance.  

In the last year, the User Support team: 1) established OSG as a service provider in XSEDE; 2) integrated iRODS with OSG software to provide a prototype “public storage” facility for VOs; 3) enabled several new science communities in effectively using OSG; 4) supported new communities in connecting their computing resources to the OSG; and 5) conducted outreach to new communities interesting in learning about and leveraging the OSG.

During the last year, OSG was established as an XSEDE Service Provider for researchers; allocations for this virtual facility are provided thru the existing XRAC process.  The OSG team designed a XSEDE/OSG integration framework that can access the >100 sites in OSG; by using the glideinWMS job management system, we provide a virtualized interface for XSEDE users who can view the OSG as one pool of resources.  We collaborated with XSEDE staff to get the service provider interface implemented, documented and registered; additional information can be obtained at https://www.xsede.org/web/guest/OSG-User-Guide. As of April 1, 2012 OSG is an operational XSEDE service provider; at present the usage is small as the resource is new to the XSEDE community but we expect this to grow over the next year.

We continue to address aspects of the large data challenge in OSG; in a distributed system where computation tasks can “land” on any of over 100 sites, we face the challenge of making large data sets accessible “anywhere” for those analysis jobs.   We have worked with the iRODS team to integrate that solution with OSG to allow easier movement of large data sets to and from OSG sites; this has included the needed integration with OSG storage elements.  This solution has been tested as a prototype with multiple test users, VOs and resources.  Now it is ready for limited deployment, with 1 or 2 VOs, and we are working to identify a user community for live usage testing.

We have continued to actively support various new communities in adopting and leveraging the OSG DHTC fabric; these include

NEES - Provided support for the integration of the NEESHub portal (Purdue) with OSG resources. Supporting simulation jobs of researchers (e.g. Andre’ Barbosa at UCSD) who ran finite element calculations on the response of building structures to simulated earthquakes traces and produced 12 TB of data, running 17,000 jobs for 500,000 CPU hours.
DES – Supported Brian Yanny and Liz Buckley-Geer of DES at FNAL in porting DES data management pipelines to run on FermiGrid using OSG interfaces.  We demonstrated the ability to process 100 images in 15 hours working toward the target production process that can handle 300 images within 24 hours; as part of this we are addressing the challenge of staging in and out 5.4 TB/day per day.
Electron Ion Collider - Supported Thomas Ullrich and Tobias Toll from the Nuclear Physics community at BNL.  They calculated momentum amplitudes for 4 different ions for the simulation of collision processes in the new accelerator; they produced 3 TB of data, running 160,000 jobs for 600,000 CPU hours
LSST - Created LSST VO and Support Center and currently working with the production area to provide opportunistic cycles for the new VO at multiple OSG sites. We are planning on the migration of LSST simulation to the LSST VO and supporting the Dark Energy Science Collaboration (DESC) of LSST in the design and definition of a request system for simulation jobs.
SLAC - Started a focused activity with SLAC management, IT personnel, and scientific communities to improve the integration of their resources with the OSG.  We supported Stefan Hoeche of the SLAC Phenomenology group to complete the proof-of-principle phase for multi-particle quantum chromodynamics calculations using Monte Carlo methods for the searches for new physics; this computation produced 2 TB of data on OSG, running 9,000 jobs for 100,000 CPU hours.  In addition, we are supporting Steffen Luitz and Armando Fella of the SuperB VO in preparing for their simulation production in September 2012 at SLAC, Caltech, Ohio Supercomputing Center and, opportunistically, at Fermilab. 
In the last year, we have assisted various teams in connecting their resources to OSG as new sites associated with specific VOs; these include: 1) PNNL (Belle-2), 2) Oregon State (NEES), 3) Ohio Supercomputing Center (Belle-2); and 4) UMD-IGS.  We continue to provide tutorial and outreach to communities interested in leveraging OSG.  We have started to work with the iPlant collaboration to help them modify their portal software to support submission to OSG; their plan is to start testing in July/August.  
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After an initial study using interviews of users and providers of OSG documentation and a subsequent analysis of the OSG documentation system, a documentation improvement project was begun in 2010.  That project introduced an improved process for producing and reviewing documents, including new document standards (with tools to simplify application of the standards) and templates defined to make the documents more consistent for readers. The new content management process includes: 1) ownership of each document; 2) a formal review of new and modified documents; and, 3) testing of procedural documents.  Several new tools were created to facilitate the management and writing of documents in this collaborative and geographically dispersed environment.  
The final two document areas (Compute Element and Virtual Organization) were completed and a redesign of the overall document navigation was implemented to allow the user to search the content more easily and to provide documents by user role and by the technology of interest to the user.  Also, the OSG website, www.opensciencegrid.org, was reviewed and streamlined and the content was moved to the OSG documentation TWiki.  This provides a single source of information for both OSG documentation and the website and reduces the cost and effort in website maintenance.  At the completion of the documentation improvement project, the ongoing administration of documentation was integrated into the OSG Middleware/Software team to ensure that software and services provided by the OSG are in sync with the corresponding documentation.  This integration was begun and proven-in with the major OSG Release 3 that required changes to more than 100 documents, including every installation document.  The OSG Technical documentation is at https://twiki.grid.iu.edu/bin/view/Documentation/WebHome.
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The OSG coordinates with and leverages the work of many other projects, institutions, and scientific teams that collaborate with OSG in different ways.  This coordination varies from reliance on external project collaborations to develop software that will be included in the VDT and deployed on OSG to maintaining relationships with other projects where there is a mutual benefit because of common software, common user projects, or expertise in areas of high throughput or high performance computing.
Satellite Projects are independent projects with their own project management, reporting, and accountability to their program sponsors; the OSG core project does not provide oversight for the execution of the satellite project’s work program.  OSG does have a close working relationship with Satellite Projects and a member of our leadership serves as an interface to these projects.  Satellite Projects that currently of special interest to OSG are: 
OSG PKI Project: Implement and deploy the OSG certificate authority supporting all US based stakeholders; uses a commercial company called DigiCert Inc. as the underlying system for issuing of certificates.
Any Data Any Time Any Where (AAA) will build software tools to provide seamless access to a national-scale data access infrastructure that will complement the currently deployed data management system in CMS.
ExTENCI: Extending Science Through Enhanced National Cyber infrastructure is a new project that began in August, 2010. It jointly serves OSG and TeraGrid by providing mechanisms for running applications on both architectures.
High Throughput Parallel Computing (HTPC) on OSG resources for an emerging class of applications where large ensembles (hundreds to thousands) of modestly parallel (4- to ~64- way) jobs.
CorralWMS to enable user access to provisioned resources and “just-in-time” available resources for a single workload integrate. It builds on previous work on OSG’s GlideinWMS and Corral, a provisioning tool used to complement the Pegasus WMS used on TeraGrid. 
We maintain a partner relationship with many other organizations that are relate to grid infrastructures, other high performance computing infrastructures, international consortia, and certain projects that operate in the broad space of high throughput or high performance computing.  These collaborations include: 

Community Driven Improvement of Globus Software (CDIGS)
Condor
Cyber Infrastructure Logon service (CILogon)
European Grid Initiative (EGI)
European Middleware Initiative (EMI) 
Energy Sciences Network (ESNet)
FutureGrid study of grids and clouds
Galios R&D company in the area of security for computer networks
Globus
Colombian National Grid (GridColombia) 
São Paulo State University's statewide, multi-campus computational grid (GridUNESP) 
Internet2
MAGIC
Network for Earthquake Engineering Simulation (NEES) 
National (UK) Grid Service (NGS)
Open Grid Forum (OGF) 
Pegasus workflow management 
WLCG
XSEDE

The OSG is supported by many institutions including:

Boston University
Brookhaven National Laboratory (BNL)
California Institute of Technology
Clemson University
Columbia University
Fermi National Accelerator Laboratory (FNAL)
Harvard University (Medical School)
Indiana University
Information Sciences Institute (USC)
Lawrence Berkeley National Laboratory (LBNL)
Purdue University
Renaissance Computing Institute
Stanford Linear Accelerator Center (SLAC)
University of California San Diego
University of Chicago
University of Florida
University of Illinois Urbana Champaign/NCSA
University of Michigan
University of Nebraska – Lincoln
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The OSG Training program provides a variety of educational opportunities for existing staff and for domain science users. In the latter case, training events are also a type of outreach activity, in that they reach out to the science community, helping to engage new students, faculty, and researchers in the OSG infrastructure with the aim of transforming their research through the use of High-Throughput Computing.
During the last year, OSG sponsored, organized, and delivered training events as follows:

	Workshop
	Length
	Location
	Month

	OSG Summer Workshop
	3 days
	Lubbock, TX
	August, 2011

	GlideinWMS Factory Training
	4 days
	San Diego, CA
	November, 2011

	GlideinWMS Frontend Training
	4 days
	San Diego, CA
	January, 2012

	OSG User School
	4 days
	Madison, WI
	June, 2012



The OSG Summer Workshop combined two annual events: the OSG Site Administrators Workshop and the Campus Grids and User Forum. Forty-six participants, a mix of (relatively) new site administrators and science users, used the opportunity to learn about the state of OSG, attend diverse technical tutorials, and receive one-on-one coaching from knowledgeable OSG staff. This year, key topics included the OSG migration to RPMs for deploying the OSG Software to sites, and campus factories for creating the infrastructure to share diverse resources across an entire campus. Not only did participants learn a great deal, but they had time to work and be coached on their own technology deployments; several participants had new, running systems by the end of the workshop.
The GlideinWMS events, one for glideinWMS Factory operators and one for VO administrators operating a glideinWMS Frontend service, trained OSG staff in the latest developments and best practices for a technology that is becoming a very common method for accessing OSG resources. At the factory operators training event, participants learned to set up and operate the factories, which are used to make grid resources widely available. Condor developers were on hand to deepen the knowledge of the Condor mechanisms used to implement the factory system. At the frontend event, participants learned to make the glideinWMS infrastructure available to their VO users. Also, more experienced operators shared their experiences and guidelines with newcomers, and gave developers ideas for improving this aspect of the OSG infrastructure.
The 2012 OSG User School is the third annual offering of our training program (formerly called the OSG Summer School) for domain science students. The goal of the School is to help students learn to use distributed high-throughput computing, locally or across the grid, as a tool for doing their research. This year, we hosted 31 students from 21 institutions and diverse fields, including physics, chemistry, biology, engineering, economics, and animal sciences. Through lecture, many hands-on exercises, and even a live-action role-play, students learned how to run science applications on distributed resources (locally and on OSG), build complex workflows, manage large and distributed data, and turn scientific computing challenges into appropriately sized and scaled workflows that are ready for real-world use. Five OSG staff served as the instructors, and as a special and highly motivating event, four UW–Madison researchers came and talked about how using high-throughput computing has transformed their own research. Again this year, students rated the School very highly, and they seemed eager to apply what they learned to their own research; we will be following up with them throughout the year to see how it goes and to support them as we can.
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[bookmark: _Toc203898435]A key annual event for this community is the OSG All Hands Meeting (OSG-AHM) which was hosted this year by the University of Nebraska (Lincoln) on March 19-23, 2012.  This collaboration meeting was attended by existing and potential members of the OSG consortium in addition to OSG staff.  For this event, Derek Weitzel at the University of Nebraska produced “USB Keys” with the OSG client installation on, ready to install and use; and for Supercomputing 2011 he developed an OSG Android App (http://derekweitzel.blogspot.com/2011/09/osg-theres-app-for-that.html). 
Other outreach activities included: 
Members of the Executive Team and Council contributed to the Scientific Collaborations for Extreme-Scale Science Workshop Report, R. Mount, D. Skinner, editors http://science.energy.gov/~/media/ascr/pdf/program-documents/docs/Scientific_Collaborations_for_Extreme_Scale_Science_Report_Dec_2011_Final.pdf. 
Dan Fraser spoke at the Elsevier Conference on Big Data, E-Science and Science Policy in Canberra, Australia. http://www.researchtrends.com/events/ 
Brooklin Gore spoke at DOE JGI Metagenomics Informatics Challenges Workshop: 10K Genomes at a Time  http://www.scivee.tv/node/35768 
Miron Livny spoke at the CyberBridges: Developing the Next Generation of Cyberinfrastructure Faculty for Computational and Data-enabled Science and Engineering  (CB 2012) June 25-26, 2012 http://www.cse.psu.edu/conferences/cb2012/index.html 
Ruth Pordes continued as chair of the NEES CyberInfrastructure subcommittee of the NEEScomm project advisory committee.
Chander Sehgal served as Proceedings Chair of XSEDE 2012 https://www.xsede.org/web/xsede12/committees 
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We consolidated the OSG web presence by transitioning the existing content management system into the collaborative wiki.  Content is maintained at http://www.opensciencegrid.org. We completed sweep of the documentation to make it more consistent and complete (see above).
The OSG Planet Blog has become a regular source of technical news from the project: http://blogs.grid.iu.edu/. The usage display http://display.grid.iu.edu/ continues to be well used by management, sponsors and staff. 
The OSG newsletter has been published on a monthly basis. Its scope includes reports on science accomplishments, introductions to the management and users on specific sites, and news about project activities, for example upcoming software releases, security issues, and progress on the campus infrastructure. https://twiki.grid.iu.edu/bin/view/Management/NewsLetters 
OSG continued to contribute to the weekly online publication, International Science Grid This Week (http://www.isgtw.org/), in collaboration with the European project e-Science Talk.
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[bookmark: _Toc203898467]OSG has put in place processes, activities, and reports that meet the terms of the Cooperative Agreement and Management Plan:
The Joint Oversight Team meetings are conducted, as scheduled by DOE and NSF, via phone to hear about OSG progress, status, and concerns.  Follow-up items are reviewed and addressed by OSG, as needed.  
Two intermediate progress reports were submitted to NSF in February and June of 2007.
In February 2008, a DOE annual report was submitted.  
In July 2008, an annual report was submitted to NSF.  
In December 2008, a DOE annual report was submitted.
In June 2009, an annual report was submitted to NSF.
In January 2010, a DOE annual report was submitted.
In June 2010, an annual report was submitted to NSF.
In December 2010, an annual report submitted to DOE.
In June 2011, an annual report was submitted to NSF.
In August 2012, this annual report, during the no cost extension period, was submitted to the NSF. 

These reports are available for review at http://osg-docdb.opensciencegrid.org/ .
As requested by DOE and NSF, OSG staff provides pro-active support in workshops and collaborative efforts to help define, improve, and evolve the US national cyber-infrastructure.
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Comparison of Protein Active-Site Structures (CPASS) annotates 
Protein data base info for proteins of unknown function with 
proteins of known function that share similar ligand-binding sites. 
 



Underlying premise: ligand binding sites are more evolutionary 
stable than the underlying protein. Function can thus be inferred  
despite evolution of protein structure. 



http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3057182/ 



CI need:  
Comparison against protein info in PDB. 
CI Strategy: 
Submit to local cluster, and elevate into OSG 
via glideinWMS as needed. 
        “Overflow into OSG” 
R.Powers, A.Caprez et al. (see poster for details) 
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Protein Structure from 
Computation 



•  Given an amino acid sequence, e.g., 
 MDPNCSCAAAGDSCTCANSCTCLACKCTSCK 
we can use computation to predict 
protein folding into a 3D structure. 
•  Long history: more than 30 years as a 



“grand challenge” problem in computing 



•  Useful for Drug design, Enzyme design, 
Function annotation, Target selection 



•  On OSG, we presently have two distinct 
efforts that do this: 



–  Baker Lab using Rosetta (see separate talk) 
–  F.Zhao using RaptorX (see next slide) 
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