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Executive Summary
[bookmark: _Toc139127003]What is Open Science Grid?
Open Science Grid (OSG) aims to transform processing and data intensive science by operating and evolving a cross-domain, self-managed, nationally distributed cyber-infrastructure (Figure 1).  OSG’s distributed facility, composed of laboratory, campus and community resources, is designed to meet the current and future needs of scientific Virtual Organizations (VOs) at all scales. It provides a broad range of common services and support, a software platform, and a set of operational principles that organizes and supports users and resources in Virtual Organizations. OSG is jointly funded, until 2011, by the Department of Energy and the National Science Foundation.

[bookmark: _Ref123709560]Figure 1: Sites in the OSG Facility
OSG does not own any computing or storage resources. Rather, these are contributed by the members of the OSG Consortium and used both by the owning VO and other VOs. OSG resources are summarized in Table 1.
[bookmark: _Ref123709643]Table 1: OSG computing resources
	Number of Grid interfaced processing resources on the production infrastructure
	113

	Number of Grid interfaced data storage resources on the production infrastructure
	65

	Number of Campus Infrastructures interfaced to the OSG
	9  (GridUNESP, Clemson, FermiGrid, Purdue, Wisconsin, Buffalo, Nebraska, Oklahoma, SBGrid)

	Number of National Grids interoperating with the OSG 
	3 (EGEE, NGDF, TeraGrid)

	Number of processing resources on the Integration infrastructure
	21

	Number of Grid interfaced data storage resources on the integration infrastructure 
	9

	Number of Cores accessible to the OSG infrastructure 
	~54,000

	Size of Disk storage accessible to the OSG infrastructure
	~24 Petabytes

	CPU Wall Clock usage of the OSG infrastructure
	Average of 37,800 CPU days/ day during May 2010


[bookmark: _Toc139127004]Usage of Open Science Grid
The overall usage of OSG continues to grow (Figure 2) though utilization by each stakeholder varies depending on its needs during any particular interval.  Overall use of the facility for the 12 month period ending June 1, 2010 was 272M hours, compared to 182M hours for the previous 12 months, a 50% increase. (Detailed usage plots can be found in the attached document on Production on Open Science Grid.) During stable normal operations, OSG provides approximately 900,000 CPU wall clock hours a day (~37,500 cpu days per day) with peaks occasionally exceeding 1M hours a day; approximately 250K – 300K opportunistic hours (~30%) are available on a daily basis for resource sharing. Based on our transfer accounting (which is in its early days and ongoing in depth validation), we measure approximately 400 TB of data movement (both intra- and inter-site) on a daily basis with peaks of 1000 TB/day. Of this, we estimate 25% is GridFTP transfers between sites and the rest is via LAN protocols.

[bookmark: _Ref138396093]Figure 2: OSG Usage (hours/month) from June 2007 to June 2010
Non-HEP usage has increased substantially over the past year (Figure 3), primarily due to the increased ability of LIGO to submit Einstein@Home jobs supporting the pulsar analysis. From June 2009 to June 2010, the fraction of non-HEP usage increased from 4.5% to 20%, more than a 4-fold increase in the fractional use. LIGO accounts for approximately 95K hours/day (11% of the total), and non-physics use now averages 80K hours/day (9% of the total), reflecting efforts over the past year to support SBGRID and incorporate new resources such as Nebraska’s Holland Computing Center.

[bookmark: _Ref138406363]Figure 3: OSG non-HEP weekly usage from June 2007 to June 2010, showing more than a quadruple fractional increase. LIGO (shown in red) is the largest non-HEP contributor.
[bookmark: _Toc139127005]Science enabled by Open Science Grid
OSG’s infrastructure supports a broad scope of scientific research activities, including the major physics collaborations, nanoscience, biological sciences, applied mathematics, engineering, computer science, and, through the Engagement program, other non-physics research disciplines.  The distributed facility is heavily used, as described below and in the attachment “Production on Open Science Grid” showing usage charts.
A strong OSG focus in the last year has been supporting the ATLAS and CMS collaborations preparations for LHC data taking that re-started in March 2010.  Each experiment ran significant preparatory workload tests (including STEP09), data distribution and analysis challenges while maintaining significant ongoing simulation processing.  As a result, the OSG infrastructure has performed well during current data taking. At the same time, OSG partnered with ATLAS and CMS to develop and deploy mechanisms that has enabled productive use of over 40 U.S. Tier-3 sites that were added over the past year.
OSG made significant accomplishments in the past year supporting the science of the Consortium members and stakeholders (Table 2).  Considering first the large experiments, in late 2009 LIGO significantly ramped up Einstein@Home production on OSG to search for gravitational radiation from spinning neutron star pulsars, publishing 28 papers on this and other analyses. The D0 and CDF experiments used the OSG facility for a large fraction of their simulation and analysis processing in publishing 28 and 61 papers, respectively, over the past 12 months. The LHC experiments ATLAS and CMS also had a productive year. CMS submitted for publication 23 physics papers based on cosmic ray analyses as well as a charged particle measurement from the December 2009 first collision dataset. ATLAS submitted a total of 113 papers. The STAR experiment had 29 publications during this time.
Smaller research activities also made considerable science contributions with OSG support. Besides the physics communities the structural biology group at Harvard Medical School, groups using the Holland Computing Center and NYSGrid, mathematics research at the University of Colorado, protein structure modeling and prediction applications have sustained (though cyclic) use of the production infrastructure. The Harvard paper was published in Science.
As Table 2 shows, approximately 367 papers were published over the past 12 months (listed in the attachment Publications Enabled by Open Science Grid). Non-HEP activities accounted for 92 (25%), a large increase from the previous 12 month period. These publications depended not only on OSG “cycles” but OSG-provided software, monitoring and testing infrastructure, security and other services.
[bookmark: _Ref138571970]Table 2: Science Publications Resulting from OSG Usage
	VO
	# pubs
	Comments

	Accelerator Physics
	2
	

	ATLAS
	113
	

	CDF
	61
	

	CDMS
	4
	

	CIGI
	1
	

	CMS
	27
	

	D0
	28
	+ 3 accepted

	Engage
	18
	

	GLOW
	35
	

	HCC
	1
	

	LIGO
	28
	

	Mini-Boone
	6
	

	MINOS
	7
	

	nanoHUB
	3
	

	NYSGRID
	3
	+Ph.D thesis

	SBGRID
	1
	

	STAR
	29
	

	Total
	367
	92 non-HEP



[bookmark: _Toc139127006]OSG cyberinfrastructure research
As a comprehensive collaboratory OSG continues to provide a laboratory for research activities to deploy and extend advanced distributed computing technologies in the following areas: 
Research on the operation of a large scalable heterogeneous cyber-infrastructure in order to improve its effectiveness and throughput. As part of this research we have developed a comprehensive set of “availability” probes and reporting infrastructure to allow site and grid administrators to quantitatively measure and assess the robustness and availability of the resources and services.
Deployment and scaling in the production use of “pilot-job” or “resource overlay” workload management system – ATLAS PanDA and CMS glideinWMS. These developments were crucial to the experiments meeting their analysis job throughput targets.
Scalability and robustness enhancements to Condor technologies. For example, extensions to Condor to support Pilot job submissions were developed, significantly increasing the job throughput possible on each Grid site.
Scalability and robustness testing of enhancements to Globus grid technologies. For example, testing of the alpha and beta releases of the Globus GRAM5 package provided feedback to Globus ahead of the official release, in order to improve the quality of the released software.
Scalability and robustness testing of storage technologies -  BeStMan, XrootD, dCache, Lustre and HDFS at-scale to determine their capabilities and provide feedback to the development team to help meet the needs of the OSG stakeholders.
Operational experiences with a widely distributed security infrastructure that assesses usability and availability together with response, vulnerability and risk.
Support of inter-grid gateways that support transfer of data and cross- execution of jobs, including transportation of information, accounting, service availability information between OSG and European Grids supporting the LHC Experiments (EGEE/WLCG). Usage of the Wisconsin GLOW campus grid “grid-router” to move data and jobs transparently from the local infrastructure to the national OSG resources. Prototype testing of the OSG FermiGrid-to-TeraGrid gateway to enable greater integration and thus enable easier access to appropriate resources for the science communities.
Integration and scaling enhancement of BOINC-based applications (LIGO’s Einstein@home) submitted through grid interfaces.
Further development of effective resource selection services -  a hierarchy of matchmaking services (OSG MM) and Resource Selection Services (ReSS) that collect information from most OSG sites and provide community based matchmaking services that are further tailored to particular application needs.
Investigations and testing of policy and scheduling algorithms to support “opportunistic” use and backfill of resources that are not otherwise being used by their owners, using information services such as GLUE, matchmaking and workflow engines including Pegasus and Swift.
Investigations to integrate of Shiboleth as an end-point Identity Management system, and unified client tools to handle identity tokens across web and grid clients.
Comprehensive job and initial data accounting across most OSG sites with published summaries for each VO and Site. This work also supports a per-job information finding utility for security forensic investigations.
[bookmark: _Toc139127007]Technical achievements in 2009-2010
More than three quarters of the OSG staff directly support (and leverage at least an equivalent number of contributor efforts) the operation and software for the ongoing stakeholder productions and applications (the remaining quarter mainly engages new customers and extends and proves software and capabilities; and also provides management and communications etc.). In 2009, some specific technical activities that directly support science include:
OSG released a stable, production-capable OSG 1.2 software package on a schedule that enabled the experiments to deploy and test the cyberinfrastructure before LHC data taking. This release also allowed the Tier-1 sites to transition to be totally OSG supported, eliminating the need for separate integration of EGEE gLite components and simplifying software layering for applications that use both EGEE and OSG.
OSG carried out “prove-in” of reliable critical services (e.g. BDII) for LHC and operation of services at levels that meet or exceed the needs of the experiments. This effort included robustness tests of the production infrastructure against failures and outages and validation of information by the OSG as well as the WLCG.
Collaboration with STAR continued toward deploying the STAR software environment as virtual machine images on grid and cloud resources.  We have successfully tested publish/subscribe mechanisms for VM instantiation (Clemson) as well as VM managed by batch systems (Wisconsin).
Extensions work on LIGO resulted in adapting the Einstein@Home for Condor-G submission, enabling a greater than 5x increase in the use of OSG by Einstein@Home.
Collaborative support of ALICE, Geant4, NanoHub, and SBGrid has increased their productive access to and use of OSG, as well as initial support for IceCube and GlueX.
Engagement efforts and outreach to science communities this year have led to work and collaboration with more than 10 additional research teams.
Security program activities that continue to improve our defenses and capabilities towards incident detection and response via review of our procedures by peer grids and adoption of new tools and procedures.
Metrics and measurements effort has continued to evolve and provides a key set of functions in enabling the US-LHC experiments to understand their performance against plans; and assess the overall performance and production across the infrastructure for all communities. In addition, the metrics function handles the reporting of many key data elements to the LHC on behalf of US-ATLAS and US-CMS.
Work in testing at-scale of various software elements and feedback to the development teams to help achieve the needed performance goals.  In addition, this effort tested new candidate technologies (e.g. CREAM and ARC) in the OSG environment and provided feedback to WLCG.
Contributions to the PanDA and GlideinWMS workload management software that have helped improve capability and supported broader adoption of these within the experiments.
Collaboration with ESnet and Internet2 has provided a distribution, deployment, and training framework for new network diagnostic tools such as perfSONAR and extensions in the partnerships for Identity Management.
Training, Education, and Outreach activities have reached out to numerous professionals and students who may benefits from leverage of OSG and the national CI.  The International Science Grid This Week electronic newsletter (www.isgtw.org) continues to experience significant subscription growth.
In summary, OSG continues to demonstrate that national cyberinfrastructure based on federation of distributed resources can effectively meet the needs of researchers and scientists.
[bookmark: _Toc139127008]Challenges facing OSG
We continue to work and make progress on the challenges faced to meet our longer-term goals:
Dynamic sharing of tens of locally owned, used and managed compute and storage resources, with minimal additional human effort (to use and administer, and limited negative impacts on the communities owning them. 
Utilizing shared storage with other than the owner group  - not only more difficult than (the quantized) CPU cycle sharing, but also less well supported by the available middleware. 
Federation of the local and community identity/authorization attributes within the OSG authorization infrastructure.
The effort and testing required for inter-grid bridges involves significant costs, both in the initial stages and in continuous testing and upgrading. Ensuring correct, robust end-to-end reporting of information across such bridges remains fragile and human effort intensive.
Validation and analysis of availability and reliability testing, accounting and monitoring information. Validation of the information is incomplete, needs continuous attention, and can be human effort intensive. 
The scalability and robustness of the infrastructure has not yet reached the scales needed by the LHC for analysis operations in the out years. The US LHC software and computing leaders have indicated that OSG needs to provide ~x2 in interface performance over the next year or two, and the robustness to upgrades and configuration changes throughout the infrastructure needs to be improved.
Full usage of available resources. A job “pull” architecture (e.g., the Pilot mechanism) provides higher throughput and better management than one based on static job queues, but now we need to move to the next level of effective usage. 
Automated site selection capabilities are inadequately deployed and are also embryonic in the capabilities needed – especially when faced with the plethora of errors and faults that are naturally a result of a heterogeneous mix of resources and applications with greatly varying I/O, CPU and data provision and requirements. 
User and customer frameworks are important for engaging non-Physics communities in active use of grid computing technologies; for example, the structural biology community has ramped up use of OSG enabled via portals and community outreach and support.
A common operations infrastructure across heterogeneous communities can be brittle. Efforts to improve the early detection of faults and problems before they impact the users help everyone. 
Analysis and assessment of and recommendations as a result of usage, performance, accounting and monitoring information are key needs which require dedicated and experienced effort. 
Transitioning students from the classroom to be users is possible but continues as a challenge, partially limited by the effort OSG can dedicate to this activity.
Use of new virtualization, multi-core and job parallelism techniques, scientific and commercial cloud computing. We have two new satellite projects funded in these areas: the first on High Throughput Parallel Computing (HTPC) on OSG resources for an emerging class of applications where large ensembles (hundreds to thousands) of modestly parallel (4- to ~64- way) jobs; the second a research project to do application testing over the ESnet 100-Gigabit network prototype, using the storage and compute end-points supplied by the Magellan cloud computing at ANL and NERSC.
Collaboration and partnership with TeraGrid, under the umbrella of a Joint Statement of Agreed Upon Principles signed in August 2009. New activities have been undertaken, including representation at one another’s management meetings, tests on submitting jobs to one another’s infrastructure and exploration of how to accommodate the different resource access mechanisms of the two organizations. An NSF-funded joint OSG – TeraGrid effort, called ExTENCI, is expected to commence in July or August 2010.
These challenges are not unique to OSG. Other communities are facing similar challenges in educating new entrants to advance their science through large-scale distributed computing resources.
[bookmark: _Toc139127009]Preparing for the Future
At the request of our stakeholders to continue to sustain their dependence on the OSG services, we started a planning exercise within the OSG Council.  We have started initial discussions of transition planning to ensure sustainability of the organization, its contributors and staff. Council sub-committees are charged to revisit the existing Consortium mission statement and the organizational (management) plan. The following draft documents are have had an initial review but are not in final form:
National CI and the Campuses (OSG-939)
Requirements and Principles for the Future of OSG (OSG-938)
OSG Interface to Satellite Proposals/Projects (OSG-913)
OSG Architecture (OSG-966)

OSG contributed to a paper written by US ATLAS and US CMS “Assessment of Core Services provide to U.S. ATLAS and U.S. CMS by OSG”. We have started preliminary thinking and discussions in the following areas of research and development identified as needed to extend and improve the OSG services and capabilities for our science stakeholders:
Configuration Management across services on different hosts – subject of a Blueprint discussion in May 2010. This is planned as future work by the software teams.
Integration of Commercial and Scientific Clouds – Initial tests with the Magellan scientific Clouds at ANL and NERSC are underway and we have started a series of follow up technical meetings with the service groups every six weeks; explorations with EC2 are ongoing. We are using this work and the High Throughput Parallel Computing (HTPC) satellite project to understand how new resources and compute capabilities and capacities can be best integrated smoothly into the OSG infrastructure.
Usability for collaborative analysis – evaluations of extended data management, opportunistic storage management, the IRODS data management technologies are underway. Requirements for “Dynamic VOs/Workgroups” are being gathered from several stakeholders.
Active management of shared capacity, utilization planning and change – an active analysis of available cycles is underway; we have started discussions of resource reservation and application of more dynamic “OSG usage priorities”.
End-to-End Data Management challenges in light of advanced networks – we continue to work with I2 and ESNET research arms to look for opportunities for collaboration.

We are starting to look forward to the next generation challenges for the field, in preparation for the increases in LHC luminosity and upgrades, Advanced LIGO, and new communities such as Glue-X. For example, those challenges from the HEP Scientific Grand Challenges Report (Dec 2008):
Extreme wide area networking
Data management at the Exabyte scale
Management of large-scale global collaboratories
Planning for long-term data stewardship
Change management for muli-decade long projects.
Enabling advantages from new technologies: multicore, GPU etc
Exploitation of multi-level storage hierarchies.
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Contributions to Science
[bookmark: _Toc139127011][bookmark: _Toc248132475]ATLAS
Following the startup of LHC collider operations at CERN in November 2009, the ATLAS collaboration has taken several hundred terabytes of collision data with their detector.  This data was, after prompt reconstruction at the Tier-0 center, distributed to regional Tier-1 centers for archival storage, analysis and further distribution to the regional Tier-2 centers. Re-reconstruction of the data taken during the short 2009 run was conducted at the Tier-1 centers during the Christmas holidays while users started to analyze the data using resources at the Tier-1 site, all Tier-2 centers and their own institutional computing facilities. As the amount of initial data taking was small we observed a spike in resource usage at the higher levels of the facility with users running data reduction steps followed by transfers of the derived, condensed data products to compute servers they use for interactive analysis, resulting in a reduced utilization of grid resources for a few months until LHC operations resumed in March 2010. As machine luminosity ramped up rather quickly much more data was taken in the March to May timeframe, which was re-reconstructed at the Tier-1 centers in April and May. Figure 4 shows the charged particle multiplicity published by ATLAS in the first data taken at 900 GeV.

[bookmark: _Ref138412928]Figure 4: ATLAS charged particle measurement of 900 GeV data
According to the data distribution policy as it was defined for the US region Event Summary Data (ESD) and Analysis Object Data (AOD) along with their derived versions were replicated in multiple copies to the Tier-2 centers in the U.S. Given that the replication process of several hundred terabytes of data from the Tier-1 center to the Tier-2s needed to be completed within the shortest possible period of time, the data rates the network and the storage systems had to sustain rose to an aggregate rate of 2 gigabytes per second. User analysis on the data started instantly with the arrival of the datasets at the sites. With more data becoming available the level of activity in the analysis queues at the Tier-1 and the Tier-2 centers was almost constant with a significant backlog of jobs waiting in the queues at all times.  The workload management system based on PanDA distributed the load evenly across all sites that were prepared to run analysis on the required datasets. On average, the U.S. ATLAS facility contributes 30% of worldwide analysis-related data access. The number of user jobs submitted by the worldwide ATLAS community and brokered by PanDA to U.S. sites has reached an average number of 600,000 per month peaking occasionally at more than 1 million submitted jobs per month.
Monte Carlo production is ongoing with some 50,000 concurrent jobs worldwide, and about 10,000 jobs running on resources provided by the distributed U. S. ATLAS computing facility comprising the Tier-1 center at BNL and 5 Tier-2 centers located at 9 different institutions spread across the U.S.
 (
ATLAS
)
Figure 5: OSG CPU hours (71M total) used by ATLAS over 12 months, color coded by facility.
The experience gained during the computing challenges and at the start of ATLAS data taking gives us confidence that the tiered, grid-based, computing model has sufficient flexibility to process, reprocess, distill, disseminate, and analyze ATLAS data. We have found, however, that the Tier-2 centers may not be sufficient to reliably serve as the primary analysis engine for more than 400 U.S. physicists. As a consequence a third tier with computing and storage resources located geographically close to the researchers was defined as part of the analysis chain as an important component to buffer the U.S. ATLAS analysis system from unforeseen, future problems. Further, the enhancement of U.S. ATLAS institutions’ Tier-3 capabilities is essential and is planned to be built around the short and long-term analysis strategies of each U.S. group.
An essential component of this strategy is the creation of a centralized support structure to handle the increased number of campus-based computing clusters. A small group within U.S. ATLAS spent considerable effort over Summer 2009 developing a low maintenance Tier-3 computing implementation. OSG joined this effort soon after and helped in two key areas: packaging of batch processing (Condor) and storage management components (xrootd), both of which are easily installable and maintainable by physicists. Because this U.S. initiative (driven by Rik Yoshida from Argonne National Laboratory and Doug Benjamin from Duke University in collaboration with OSG) made rapid progress in just a few months, ATLAS Distributed Computing Management invited the initiative leaders to develop a technical and maintainable solution for the Tier-3 community. A very successful CERN workshop addressing Tier-3 issues was organized in January 2010, with good representation from around the globe. Major areas of work and interest were identified during the meeting and short lived working groups were formed to address issues associated with in software installation, data and storage management, data replication and data access. Most of these working groups are close to delivering their reports.
Open Science Grid has organized regular Tier-3 Liaison meetings between several members of the OSG facilities, U.S. Atlas and U.S. CMS.  During these meetings, topics discussed include cluster management, site configuration, site security, storage technology, site design, and experiment-specific Tier-3 requirements.  Based on information exchanged at these meetings several aspects of the U.S. Atlas Tier-3 design were refined. Both the OSG and U.S. Atlas Tier-3 documentation was improved and enhanced.
Following several workshops conducted in the U.S., Yoshida and Benjamin installed an entire Tier-3 cluster using virtual machines on a single multi core desktop machine. This virtual cluster is used for documentation development and U.S. Atlas Tier-3 administrator training. Marco Mambelli of OSG has provided much assistance in the configuration and installation of the software for the virtual cluster. OSG also supports a crucial user software package (wlcg-client with support for xrootd added by OSG) used by all U.S. Atlas Tier-3 users, a package that enhances and simplifies the user environment at the Tier-3 sites.
Today U.S. ATLAS (contributing to ATLAS as a whole) relies extensively on services and software provided by OSG, as well as on processes and support systems that have been produced or evolved by OSG. This dependence originates partly from the fact that U.S. ATLAS fully committed to relying on OSG several years ago. Over the past 3 years U.S. ATLAS invested heavily in OSG in many aspects – human and computing resources, operational coherence and more. In addition, and essential to the operation of the worldwide distributed ATLAS computing facility, the OSG efforts have aided the integration with WLCG partners in Europe and Asia. The derived components and procedures have become the basis for support and operation covering the interoperation between OSG, EGEE, and other grid sites relevant to ATLAS data analysis. OSG provides software components that allow interoperability with European ATLAS sites, including selected components from the gLite middleware stack such as LCG client utilities (for file movement, supporting space tokens as required by ATLAS), and file catalogs (server and client).
It is vital to U.S. ATLAS that the present level of service continues uninterrupted for the foreseeable future, and that all of the services and support structures upon which U.S. ATLAS relies today have a clear transition or continuation strategy.
Based on its observations U.S. ATLAS made a suggestion for OSG to develop a coherent middleware architecture rather than continue providing a distribution as a heterogeneous software system consisting of components contributed by a wide range of projects. Difficulties we encountered included inter-component functional dependencies that require communication and coordination between component development teams. A technology working group, chaired by a member of the U.S. ATLAS facilities group (John Hover, BNL) has been asked to help the OSG Technical Director by investigating, researching, and clarifying design issues, resolving questions directly, and summarizing technical design trade-offs such that the component project teams can make informed decisions. In order to achieve the resulting goals, OSG needs an explicit, documented system design, or architecture, so that component developers can make compatible design decisions and virtual organizations (VO) such as U.S. ATLAS can develop their own application based on the OSG middleware stack as a platform. A design roadmap is now under development.
The OSG Grid Operations Center (GOC) infrastructure at Indiana University is at the heart of the operations and user support procedures. GOC services are integrated with the GGUS infrastructure in Europe making the GOC a globally connected system for worldwide ATLAS computing operation.
Middleware deployment support provides an essential and complex function for U.S. ATLAS facilities. For example, support for testing, certifying and building a foundational middleware for  our production and distributed analysis activities is a continuing requirement, as is the need for coordination of the roll out, deployment, debugging and support for the middleware services. In addition, some level of preproduction deployment testing has been shown to be indispensable. This testing is currently supported through the OSG Integration Test Bed (ITB) providing the underlying grid infrastructure at several sites along with a dedicated test instance of PanDA, the ATLAS Production and Distributed Analysis system. These elements implement the essential function of validation processes that accompany incorporation of new and new versions of grid middleware services into the VDT, which provides a coherent OSG software component repository. U.S. ATLAS relies on the VDT and OSG packaging, installation, and configuration processes to provide a well-documented and easily deployable OSG software stack.
U.S. ATLAS greatly benefits from OSG’s Gratia accounting services, as well as the information services and probes that provide statistical data about facility resource usage and site information passed to the application layer and to WLCG for review of compliance with MOU agreements.
An essential component of grid operations is operational security coordination. The coordinator provided by OSG has good contacts with security representatives at the U.S. ATLAS Tier-1 center and Tier-2 sites. Thanks to activities initiated and coordinated by OSG a strong operational security community has grown up in the U.S. in the past few years, ensuring that security problems are well coordinated across the distributed infrastructure.
No significant problems with the OSG provided infrastructure have been encountered since the start of LHC data taking. However, there is an area of concern that may impact the facilities’ performance in the future. As the number of job slots at sites continues to increase the performance of pilot submission through CondorG and the underlying Globus Toolkit 2 (GT2) based gatekeeper must keep up without slowing down job throughput, particularly when running short jobs. When addressing this point with the OSG facilities team we found that they were open to evaluating and incorporating recently developed components such as the CREAM Computing Element (CE) provided by EGEE developers in Italy. Intensive tests were conducted by the Condor team in Madison and integration issues were discussed in December 2009 and again in May 2010 between the PanDA team, the Computing Facilities and Condor developers.
In the area of middleware extensions, US ATLAS continued to benefit from the OSG’s support for and involvement in the U.S. ATLAS-developed distributed processing and analysis system (PanDA) layered over the OSG’s job management, storage management, security and information system middleware and services. PanDA provides a uniform interface and utilization model for the experiment's exploitation of the grid, extending across OSG, EGEE and Nordugrid. It is the basis for distributed analysis and production ATLAS-wide, and is also used by OSG as a WMS available to OSG VOs, as well as a PanDA based service for OSG Integrated Testbed (ITB) test job submission, monitoring and automation. This year the OSG’s WMS extensions program continued to provide the effort and expertise on PanDA security that has been essential to establish and maintain PanDA’s validation as a secure system deployable in production on the grids. In particular PanDA’s glexec-based pilot security system, implemented last year, was deployed and tested this year as glexec-enabled sites came available. After several further iterations of improvements and fixes on both the glexec and PanDA pilot fronts, by the end of 2009 the glexec functionality was supported in ATLAS’s production pilot version and ready for production validation.
Another important extension activity during the past year was in WMS monitoring software and information systems. ATLAS and U.S. ATLAS are in the process of merging what were distinct monitoring efforts, a PanDA/US effort and a WLCG/CERN effort, together with the new ATLAS Grid Information System (AGIS) that integrates ATLAS-specific information with the grid information systems. A technical approach for this integration was developed and a first framework put in place, based on Django, the python based web application framework, together with json and jQuery. Coherency of this effort with OSG systems is vital and during the year ATLAS and US ATLAS managers visited OSG principals to discuss the monitoring work and the integration of AGIS with OSG information systems and monitoring. The picture gained there of how AGIS can best interface to OSG systems will guide future work, particularly once a new US-based developer is added in the coming year (at UT Arlington).
[bookmark: _Toc139127012]CMS
[bookmark: ALICE]US-CMS relies on Open Science Grid for critical computing infrastructure, operations, and security services.  These contributions have allowed US-CMS to focus experiment resources on being prepared for analysis and data processing, by saving effort in areas provided by OSG. OSG provides a common set of computing infrastructure on top of which CMS, with development effort from the US, has been able to build a reliable processing and analysis framework that runs on the Tier-1 facility at Fermilab, the project supported Tier-2 university computing centers, and opportunistic Tier-3 centers at universities.  There are currently 24 Tier-3 centers registered with the CMS computing grid in the US which provide additional simulation and analysis resources to the US community.
Since data taking commenced on March 30, 2010 there has been a tremendous push to produce physics results at 7 TeV center of mass energy using worldwide CMS computing resources. Figure 6 shows the charged multiplicity vs pseudorapidity , taken from the first CMS physics paper using 7 TeV data. A number of other papers are under preparation.

[bookmark: _Ref138409708]Figure 6: Plot of charged multiplicity vs  in the first paper produced by CMS for 7 TeV running.
In addition to common interfaces, OSG provides the packaging, configuration, and support of the storage services.  Since the beginning of OSG the operations of storage at the Tier-2 centers have improved steadily in reliability and performance.  OSG is playing a crucial role here for CMS in that it operates a clearinghouse and point of contact between the sites that deploy and operate this technology and the developers. In addition, OSG fills in gaps left open by the developers in areas of integration, testing, and tools to ease operations.  The stability of the computing infrastructure has not only benefitted CMS.  CMS’ use of resources (see Figure 7 and Figure 8) has been very much cyclical so far, thus allowing for significant use of the resources by other scientific communities.  OSG is an important partner in Education and Outreach, and in maximizing the impact of the investment in computing resources for CMS and other scientific communities.
OSG also plays an important role in US-CMS operations and security.  OSG has been crucial to ensure US interests are addressed in the WLCG.  The US is a large fraction of the collaboration both in terms of participants and capacity, but a small fraction of the sites that make-up WLCG.  OSG is able to provide a common infrastructure for operations including support tickets, accounting, availability monitoring, interoperability and documentation.  Now that CMS is taking data, the need for sustainable security models and regular accounting of available and used resources is crucial. The common accounting and security infrastructure and the personnel provided by OSG represent significant benefits to the experiment, with the teams at Fermilab and the University of Nebraska providing the development and operations support, including the reporting and validation of the accounting information between the OSG and WLCG
 (
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)
[bookmark: _Ref122593322]Figure 7: OSG CPU hours (62M total) used by CMS over 12 months, color-coded by facility.

[bookmark: _Ref122592588]Figure 8: Number of unique CMS users of the OSG computing facility.
In addition to these general roles OSG plays for CMS, there were the following concrete contributions OSG has made to major milestones in CMS during the last year:
Accounting and Availability reporting to the agencies as part of the monthly WLCG reporting has become routine. In addition, the daily availability reporting is the first email many of the site admins and managers read in the morning to verify that all is well. The transition to the new WLCG accounting metric went very smoothly.
Three of the CMS Tier-2 sites successfully transitioned to the hadoop file system as underpinning for their storage software, and BeStMan SRM and Globus gridftp as grid interfaces. This transition went very well, and has proven to reduce the cost of ownership of storage at those sites. The reduced human effort allowed us to add effort to other areas, especially in Analysis Operations (Performance Metrics), and glideinWMS operations.
CMS is benefiting from the joint gfactory operations of OSG and CMS at UCSD. We now have two active VOs other than CMS at a scale of 400,000 hours per week. This has forced us to think through the operations model more clearly, thus clarifying the responsibilities and operational procedures in ways that CMS benefits from as well. In addition, the new customers are pushing more aggressively for improved maintenance and operations tools that also CMS benefits from.
Work has continued in the area of scalability and reliability, especially with regards to Condor as needed for glideinWMS operations, and BeSTMan SRM deployment and configuration with an eye towards performance tuning, and IO performance in general.
Finally, let us comment on the US Tier-2 infrastructure as compared with the rest of the world. All 7 US Tier-2s are in the top 10-15 of the 50 Tier-2s globally as measured by successfully executed data analysis, data transfer volume ingested, and data transfer volume exported. US Tier-2s provide the best performing site in all three categories, and typically provide two of the best three sites worldwide, and three or four of the top five.  In addition, more than 50% of the entire successful CMS MC production last year was done on OSG. The OSG infrastructure continues to be the most reliable region for CMS worldwide.
[bookmark: _Toc139127013]LIGO
LIGO continues to leverage the Open Science Grid for opportunistic computing cycles associated with its Einstein@Home application, known as Einstein@OSG for its customized grid based job submission and monitoring tools, which are a superset of the original code base. This application is one of several in use for an “all-sky” search for gravitational waves of a periodic nature attributed to elliptically deformed pulsars. Such a search requires enormous computational resources to fully exploit the science content available within LIGO’s data during the analysis. As a result, volunteer and opportunistic computing based on the BOINC (Berkeley Open Infrastructure for Network Computing) has been leveraged to utilize as many computing resource worldwide as possible. Since porting the grid based Einstein@OSG code onto the Open Science Grid more than a year ago, steady advances in both the code performance, reliability and overall deployment onto the Open Science Grid have been demonstrated (Figure 9). For a period of time early in 2010, Einstein@OSG was the number one computational application running on the Open Science Grid. In terms of the scientific contributions to the overall worldwide Einstein@Home analysis, the Open Science Grid is routinely the world leader for weekly scientific credits. Since beginning to run on the OSG, close to 400 million E@H credits, units of scientific computation as defined by the Einstein@Home team (approximately 1 TeraFlops-second per credit) have been attributed to the OSG.
Figure 10 shows an Einstein@Home search for pulsar gravitational candidates.

[bookmark: _Ref138495410]Figure 9: OSG Usage by LIGO's Einstein@Home application for the past 12 months. Increases in opportunistic usage have come primarily from being able to reach a growing numbers of OSG sites. Greater competition for opportunistic cycles beginning in the early spring of 2010 has resulted in a steady decline in average throughput per interval of time in the past few months.

[bookmark: _Ref138494993]Figure 10: Search for LIGO pulsar sources. Each angular “cell” is analyzed using Einstein@Home, with the results color coded by coincidences in frequency and frequency changes.
One of the most promising sources of gravitational waves for LIGO is from the inspiral of a system of compact black holes and/or neutron stars as the system emits gravitational radiation leading to the ultimate coalescence of the binary pair. The binary inspiral data analyses typically involve working with tens of terabytes of data in a single workflow. Collaborating with the Pegasus Workflow Planner developers at USC-ISI, LIGO continues to identify changes to both Pegasus and to the binary inspiral workflow codes to more efficiently utilize the OSG and its emerging storage technology, where data must be moved from LIGO archives to storage resources near the worker nodes on OSG sites.
One area of particular focus has been on the understanding and integration of Storage Resource Management (SRM) technologies used in OSG Storage Element (SE) sites to house the vast amounts of data used by the binary inspiral workflows so that worker nodes running the binary inspiral codes can effectively access the LIGO data. The SRM based Storage Element established on the LIGO Caltech OSG integration testbed site is being used as a development and test platform to get this effort underway without impacting OSG production facilities. This site has 120 CPU cores with approximately 30 terabytes of storage currently configured under SRM. The SE is based on BeStMan and Hadoop for the distributed file system shared across the worker nodes.
Using Pegasus for the workflow planning, workflows for the binary inspiral data analysis application using close to ten terabytes of LIGO data have successfully run on this site. After effectively demonstrating the ability to run the binary inspiral workflows on the Caltech integration testbed, additional globus based services, in particular a replication locator service (RLS) and an OSG match-making service (OSG-MM) were set up, with support from USC-ISI and RENCI to allow workflows to be generated the Pegasus Planner for running binary inspiral analysis on OSG production sites. A careful analysis of the capabilities and policies of OSG sites identified one site as the key to making this effort successful. LIGO data based on the S6 (current science) run was cataloged and transferred to the SE at this production site. Up-to-date versions of the science code were deployed and have successfully run on the OSG production site with one minor step failing to port at this time. Code development is underway to resolve this issue. Another area of investigation is the overall performance of an Open Science Grid site relative to a LIGO Data Grid site for which the code was originally developed to run. A three hundred percent increase in run-time has been seen on OSG production sites relative to run-times on the LIGO Data Grid. However, this same discrepancy is not seen when running on the Caltech OSG Integration testbed. More work is needed to carry this effort to the level of full production.
A very recent development is the porting of the pulsar powerflux application onto the Open Science Grid. This application use custom data sets currently available at the LIGO Data Grid sites in Europe. These data sets have now been cataloged and transferred onto the Caltech integration testbed and one of the OSG production site’s storage element (SE). The application has successfully been demonstrated to run on small parameter ranges on both the integration testbed and the production site. Improvements on performance have been identified as an area for development, but the technology looks to be well matched at this time. 
LIGO continues working closely with the OSG Security team, DOE Grids, and ESnet to evaluate the implications of its requirements on authentication and authorization within its own LIGO Data Grid user community and how these requirements map onto the security model of the OSG.
[bookmark: _Toc139127014]ALICE
The ALICE experiment at the LHC relies on a mature grid framework, AliEn, to provide computing resources in a production environment for the simulation, reconstruction and analysis of physics data.  Developed by the ALICE Collaboration, the framework has been fully operational for several years, deployed at ALICE and WLCG Grid resources worldwide.  ALICE US collaboration is currently in the process of deploying significant compute and storage resources in the US, anchored by tier centers at LBNL/NERSC and LLNL. That effort makes use of work carried out in 2009 by the ALICE VO and OSG for integration of OSG resources into the ALICE Grid.
In early 2009, an ALICE-OSG Joint task force was formed to support the inclusion of ALICE Grid activities in OSG.  The task force developed a series of goals leading to a common understanding of AliEn and OSG architectures.  The OSG Security team reviewed and approved a proxy renewal procedure common to ALICE Grid deployments for use on OSG sites.  A job-submission mechanism was implemented whereby an ALICE VO-box service deployed on the NERSC-PDSF OSG site, submitted jobs to the PDSF cluster through the OSG interface.  The submission mechanism was activated for ALICE production tasks and operated for several months.  The task force validated ALICE OSG usage through normal reporting means and verified that site operations were sufficiently stable for ALICE production tasks at low job rates and with minimal data requirements.  ALICE is in the process of re-doing these validation tasks as larger local resources are being deployed at LBNL and LLNL.
The ALICE VO is currently a registered VO with OSG, supports a representative in the OSG VO forum and an Agent to the OSG-RA for issuing DOE Grid Certificates to ALICE collaborators.  ALICE use of OSG will grow as ALICE resources are deployed in the US.  These resources will provide the data storage facilities needed to expand ALICE use of OSG and add compute capacity on which the AliEn-OSG interface can be utilized at full ALICE production rates.
[bookmark: _Toc139127015]D0 at Tevatron
The D0 experiment continues to rely heavily on OSG infrastructure and resources in order to achieve the computing demands of the experiment.  The D0 experiment has successfully used OSG resources for many years and plans on continuing with this very successful relationship into the foreseeable future. This usage has resulted in a tremendous science publication record, including the intriguing CP violation measurement shown in Figure 11.

[bookmark: _Ref138415440]Figure 11: Plot showing new D0 measurement of CP violation, which gives evidence for significant matter-antimatter asymmetry beyond what is expected in the Standard Model.
All D0 Monte Carlo simulation is generated at remote sites, with OSG continuing to be a major contributor.  During the past year, OSG sites simulated 400 million events for D0, approximately 1/3 of all production.  The rate of production has leveled off over the past year as almost all major sources of inefficiency have been resolved and D0 continues to use OSG resources very efficiently.  The changes in policy at numerous sites for job preemption, the continued use of automated job submissions, and the use of resource selection has allowed D0 to opportunistically use OSG resources to efficiently produce large samples of Monte Carlo events.  D0 continues to use approximately 20 OSG sites regularly in its Monte Carlo production), The total number of D0 OSG MC events produced over the past several years is nearing 1 billion events (Figure 12).
Over the past year, the average number of Monte Carlo events produced per week by OSG continues to remain approximately constant.  Since we use the computing resources opportunistically, it is interesting to find that, on average, we can maintain an approximately constant rate of MC events (Figure 13).  The dip in OSG production in December and January was due to D0 switching to a new software release which temporarily reduced our job submission rate to OSG. Over the past year D0 has been able to obtain the necessary opportunistic resources to meet our Monte Carlo needs even though the LHC has turned on.  As the luminosity of the LHC increases and the computing demands, increases, it will be crucial to have very efficient computing Therefore D0 will continue to work with OSG and Fermilab computing to continue to improve the efficiency in any way possible of Monte Carlo production on OSG sites.
Over the past year D0 has been able to use LCG resources to produce Monte Carlo events.  The primary reason that this is possible, is over the past year LCG began to use some of the infrastructure developed by OSG.  Because LCG was able to easily adopt some of the OSG infrastructure, D0 is now able to produce approximately 5 million events/week on LCG. 
The primary processing of D0 data continues to be run using OSG infrastructure. One of the very important goals of the experiment is to have the primary processing of data keep up with the rate of data collection. It is critical that the processing of data keep up in order for the experiment to quickly find any problems in the data and to keep the experiment from having a backlog of data.  Typically D0 is able to keep up with the primary processing of data by reconstructing nearly 6 million events/day (Figure 14).  However, when the accelerator collides at very high luminosities, it is difficult to keep up with the data using our standard resources.  However, since the computing farm and the analysis farm have the same infrastructure, D0 is able to move analysis computing nodes to primary processing to improve its daily processing of data, as it has done on more than one occasion. This flexibility is a tremendous asset and allows D0 to efficiently use its computing resources.  Over the past year D0 has reconstructed nearly 2 billion events on OSG facilities.  In order to achieve such a high throughput, much work has been done to improve the efficiency of primary processing.  In almost all cases, only 1 job submission is needed to complete a job, even though the jobs can take several days to finish, see Figure 15.
OSG resources continue to allow D0 to meet is computing requirements in both Monte Carlo production and in data processing.  This has directly contributed to D0 publishing 29 papers (11 additional papers have been submitted/accepted) from July 2009-to June 2010, see http://www-d0.fnal.gov/d0_publications/. 


[bookmark: _Ref138348166]Figure 12: Cumulative number of D0 MC events generated by OSG during the past year.


[bookmark: _Ref138437499]Figure 13: Number of D0 MC events generated per week by OSG during the past year. The dip in production in December and January was due to D0 switching to a new software release which temporarily reduced our job submission rate to OSG


[bookmark: _Ref138437550]Figure 14: Daily production of D0 data events processed by OSG infrastructure. The dip in September corresponds to the time when the accelerator was down for maintenance so no events needed to be processed.

[bookmark: _Ref138437578]Figure 15: Submission statistics for D0 primary processing.  In almost all cases, only 1 job submission is required to complete the job even though jobs can run for several days.
[bookmark: _Toc139127016]CDF at Tevatron
In 2009-2010, the CDF experiment produced 42 new results for summer 2009 and 48 for winter 2010 using OSG infrastructure and resources, including the most recent upper limit on searches for the Standard Model Higgs (Figure 16).

[bookmark: _Ref138437712]Figure 16: Upper limit plot of recent CDF search for the Standard Model Higgs
The OSG resources support the work of graduate students, who are producing one thesis per week, and the collaboration as a whole, which is submitting a publication of new physics results every ten days. About 50 publications have been submitted in this period.  A total of 900 million Monte Carlo events were produced by CDF in the last year.  Most of this processing took place on OSG resources. CDF also used OSG infrastructure and resources to support the processing of 1.9 billion raw data events that were streamed to 2.5 billion reconstructed events, which were then processed into 4.8 billion ntuple events; an additional 1.9 billion ntuple events were created from Monte Carlo. Detailed numbers of events and volume of data are given in Table 3 (total data since 2000) and Table 4 (data taken from June 2009 to June 2010).

[bookmark: _Ref138348627][bookmark: _Ref138348571]Table 3: CDF data collection since 2000
	Data Type
	Volume (TB)
	# Events (M)
	# Files

	Raw Data
	1673
	11397
	1922838

	Production
	2011
	14519
	1927936

	MC
	880
	6069
	1016638

	Stripped-Prd
	89
	786
	85609

	Stripped-MC
	0
	3
	533

	MC Ntuple
	371
	5722
	334458

	Total
	5024
	37496
	5288012



[bookmark: _Ref138348596][bookmark: _Ref138348585]Table 4: CDF data collection from June 2009- June 2010
	Data Type
	Data Volume (TB)
	# Events (M)
	# Files

	Raw Data
	306.2
	1892.2
	340487

	Production
	404.0
	2516.3
	331081

	MC
	181.3
	893.9
	224156

	Stripped-Prd
	14.140
	80.2
	11360

	Stripped-MC
	0
	0
	0

	Ntuple
	149.5
	4810.9
	120416

	MC Ntuple
	116.8
	1905.8
	100308

	Total
	1172.0
	12099.3
	1127808


The OSG provides the collaboration computing resources through two portals.  The first, the North American Grid portal (NamGrid), covers the functionality of MC generation in an environment which requires the full software to be ported to the site and only Kerberos or grid authenticated access to remote storage for output. The second portal, CDFGrid, provides an environment that allows full access to all CDF software libraries and methods for data handling. CDF, in collaboration with OSG, aims to improve the infrastructural tools in the next years to increase the usage of Grid resources, particularly in the area of distributed data handling. Furthermore the portal distinction will be eliminated in favor of qualifiers that are translated to Class Ads specifying the DH requirements, opportunistic usage or not, and CDF software requirements.
CDF operates the pilot-based Workload Management System (glideinWMS) as the submission method to remote OSG sites. Figure 17 shows the number of running jobs on NAmGrid and demonstrates that there has been steady usage of the facilities, while Figure 18, a plot of the queued requests, shows that there is large demand. The highest priority in the last year has been to validate sites for reliable usage of Monte Carlo generation and to develop metrics to demonstrate smooth operations.  Many sites in OSG remain unusable to CDF because of preemption policies and changes in policy without notification.  Any site that becomes unstable is put into a test instance of the portal and removed if the problem is shown to be due to a preemption that prevents jobs from completing. New sites are tested and certified in an integration instance of the NAmGrid portal using Monte Carlo jobs that have previously been run in production.
A large resource provided by Korea at KISTI is in operation and provides a large Monte Carlo production resource with high-speed connection to Fermilab for storage of the output.  It will also provide a cache that will allow the data handling functionality to be exploited.  The system is being commissioned just now. We are also adding more monitoring to the CDF middleware to allow faster identification of problem sites or individual worker nodes. Issues of data transfer and the applicability of opportunistic storage is being studied as part of the effort to understand issues affecting reliability. Significant progress has been made by simply adding retries with a backoff in time assuming that failures occur most often at the far end.


[bookmark: _Ref138348505]Figure 17: Running CDF jobs on NAmGrid


[bookmark: _Ref138348524]Figure 18: Waiting CDF jobs on NAmGrid, showing large demand, especially in preparation for the 42 results sent to Lepton-Photon in August 2009 and the rise in demand for the winter 2010 conferences.
A legacy glide-in infrastructure developed by the experiment was running through December 8, 2009 on the portal to on-site OSG resources (CDFGrid).  This system was replaced by the same glideWMS infrastructure used in NAmGrid. Plots of the running jobs and queued requests are shown in Figure 19 and Figure 20. The very high demand for the CDFGrid resources observed during the summer conference season (leading to an additional 42 new results) and again during the winter conference season (leading to 48 new results), is noteworthy. Queues exceeding 30,000 jobs can be seen.
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[bookmark: _Ref138348752]Figure 19: Running CDF jobs on CDFGrid
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[bookmark: _Ref138348813]Figure 20: Waiting CDF jobs on CDFGrid
A clear pattern of CDF computing has emerged. There is high demand for Monte Carlo production in the months after the conference season, and for both Monte Carlo and data starting about two months before the major conferences. Since the implementation of opportunistic computing on CDFGrid in August, the NAmGrid portal has been able to take advantage of the computing resources on FermiGrid that were formerly only available through the CDFGrid portal. This has led to very rapid production of Monte Carlo in the period of time between conferences when the generation of Monte Carlo datasets are the main computing demand.
In May 2009, CDF conducted a review of the CDF middleware and usage of Condor and OSG. While there were no major issues identified, a number of cleanup projects were suggested. These have all been implemented and will add to the long-term stability and maintainability of the software.
A number of issues affecting operational stability and operational efficiency have arisen in the last year. These issues and examples and solutions or requests for further OSG development are cited here.
Architecture of an OSG site: Among the major issues we encountered in achieving smooth and efficient operations was a serious unscheduled downtime lasting several days in April.  Subsequent analysis found the direct cause to be incorrect parameters set on disk systems that were simultaneously serving the OSG gatekeeper software stack and end-user data output areas. No OSG software was implicated in the root cause analysis; however, the choice of an architecture was a contributing cause. This is a lesson worth consideration by OSG, that a best practices recommendation coming from a review of the implementation of computing resources across OSG could be a worthwhile investment.
Service level and Security: Since April, 2009 Fermilab has had a new protocol for upgrading Linux kernels with security updates.  An investigation of the security kernel releases from the beginning of 2009 showed that for both SLF4 and SLF5 the time between releases was smaller than the maximum time allowed by Fermilab for a kernel to be updated. Since this requires a reboot of all services, this has forced the NAmGrid and CDFGrid to be down for three days for long (72 hour) job queues every 2 months. A rolling reboot scheme has been developed and is deployed, but careful sequencing of critical servers is still being developed.
Opportunistic Computing/Efficient resource usage: The issue of preemption has been important to CDF this year. CDF has the role of both providing and exploiting opportunistic computing. During the April downtime already mentioned above, the preemption policy as provider caused operational difficulties characterized vaguely as “unexpected behavior”.  The definition of expected behavior was worked out and preemption was enabled after the August 2009 conferences ended.
From the point of view of exploiting opportunistic resources, the management of preemption policies at sites has a dramatic effect on the ability of CDF to utilize those sites opportunistically. Some sites, for instance, modify the preemption policy from time to time. Tracking these changes requires careful communication with site managers to ensure that the job duration options visible to CDF users are consistent with the preemption policies. CDF has added queue lengths in an attempt to provide this match. The conventional way in which CDF Monte Carlo producers compute their production strategy, however, requires queue lengths that exceed the typical preemption time by a considerable margin. To address this problem, the current submission strategies are being re-examined.
A second common impediment to opportunistic usage is the exercise of a preemption policy that kill jobs immediately when a higher priority user submits a job, rather than a more graceful policy that allows completion of the lower priority job within some time frame. CDF has removed all such sites from NAmGrid because the effective job failure rate is too high for users most users to tolerate. This step has significantly reduced the OSG resources available to CDF, which now essentially consists of those sites at which CDF has paid for computing.
Clear policies and guidelines on opportunistic usage, publication of the policies in human and computer readable form are needed so that the most efficient use of computing resources may be achieved.
Infrastructure Reliability and Fault tolerance: Restarts of jobs are not yet completely eliminated. The main cause seems to be individual worker nodes that are faulty and reboot from time to time. While it is possible to blacklist nodes at the portal level, better sensing of these faults and removal at the OSG infrastructural level would be more desirable. We continue to emphasize the importance of stable running and minimization of infrastructure failures so that users can reliably assume that failures are the result of errors in their own processing code, thereby avoiding the need to continually question the infrastructure.
Job and Data handling interaction: Job restarts also cause a loss of synchronization between the job handling and data handling.  A separate effort is under way to improve the recovery tools within the data handling infrastructure.
Tools and design are needed to allow for the Job and data handling to be integrated and to allow fault tolerance for both systems to remain synchronized.
Management of input Data resources: The access to data both from databases and data files has caused service problems in the last year.
The implementation of opportunistic running on CDFGrid from NAmGrid, coupled with decreased demand on CDFGrid for file access in the post-conference period and a significant demand for new Monte Carlo datasets to be used in the 2010 Winter conference season led to huge demands on the CDF Database infrastructure and grid job failures due to overloading of the databases.  This has been traced to complex queries whose computations should be done locally rather than on the server.  Modifications in the simulation code were implemented in January 2010. Up to the modification of the code  throttling of the Monte Carlo production was required.
During the conference crunch in July 2009 and again in March 2010 there was huge demand on the data-handling infrastructure and the 350TB disk cache was being turned over every two weeks. Effectively the files were being moved from tape to disk, being used by jobs and deleted. This in turn led to many FermiGrid worker nodes sitting idle waiting for data.  A program to understand the causes of idle computing nodes from this and other sources has been initiated and CDF users are asked to more accurately describe what work they are doing when they submit jobs by filling in qualifiers in the submit command. Pre-staging of files was implemented but further use of file management using SAM is being made default for the ntuple analysis framework. There is a general resource management problem pointed to by this and the database overload issue.
Resource requirements of jobs running on OSG should be examined in a more considered way and would benefit from more thought by the community at large.
The usage of OSG for CDF has been fruitful and the ability to add large new resources such as KISTI as well as more moderate resources within a single job submission framework has been extremely useful for CDF.  The collaboration has produced significant new results in the last year with the processing of huge data volumes.  Significant consolidation of the tools has occurred.  In the next year, the collaboration looks forward to a bold computing effort in the push to see evidence for the Higgs boson, a task that will require further innovation in data handling and significant computing resources in order to reprocess the large quantities of Monte Carlo and data needed to achieve the desired improvements in tagging efficiencies.  We look forward to another year with high publication rates and interesting discoveries.
[bookmark: _Toc139127017]Nuclear physics
The STAR experiment has continued the use of data movement capabilities between its established Tier-1 and Tier-2 centers and between BNL and LBNL (Tier-1), Wayne State University and NPI/ASCR in Prague (two fully functional Tier-2 centers). A new center, the Korea Institute of Science and Technology Information (KISTI) has joined the STAR collaboration as a full partnering facility and a resource provider in 2008. Activities surrounding the exploitation of this new potential have taken a large part of STAR’s activity in the 2008/2009 period.
The RHIC run 2009 was projected to bring to STAR a fully integrated new data acquisition system with data throughput capabilities going from 100 MB/sec reached in 2004 to1000 MB/sec. This is the second time in the experiment’s lifetime STAR computing has to cope with an order of magnitude growth in data rates. Hence, a threshold in STAR’s Physics program was reached where leveraging all resources across all available sites has become essential to success. Since the resources at KISTI have the potential to absorb up to 20% of the needed cycles for one pass data production in early 2009, efforts were focused on bringing the average data transfer throughput from BNL to KISTI to 1 Gb/sec. It was projected (Section 3.2 of the STAR computing resource planning, “The STAR Computing resource plan”, STAR Notes CSN0474, http://drupal.star.bnl.gov/STAR/starnotes/public/csn0474) that such a rate would sustain the need up to 2010 after which a maximum of 1.5 Gb/sec would cover the currently projected Physics program up to 2015. Thanks to the help from ESNet, Kreonet and collaborators at both end institutions this performance was reached (see http://www.bnl.gov/rhic/news/011309/story2.asp, “From BNL to KISTI: Establishing High Performance Data Transfer From the US to Asia” and  http://www.lbl.gov/cs/Archive/news042409c.html, “ESnet Connects STAR to Asian Collaborators”). At this time baseline Grid tools are used and the OSG software stack has not yet been deployed. STAR plans to include a fully automated job processing capability and return of data results using BeStMan/SRM (Berkeley’s implementation of SRM server).
Encouraged by the progress on the network tuning for the BNL/KISTI path and driven by the expected data flood from Run-9, the computing team re-addressed all of its network data transfer capabilities, especially between BNL and NERSC and between BNL and MIT. MIT has been a silent Tier-2, a site providing resources for local scientist’s research and R&D work but has not been providing resources to the collaboration as a whole. MIT has been active since the work made on Mac/X-Grid reported in 2006, a well-spent effort which has evolved in leveraging additional standard Linux-based resources. Data samples are routinely transferred between BNL and MIT. The BNL/STAR gatekeepers have all been upgraded and all data transfer services are being re-tuned based on the new topology. Initially planned for the end of 2008, the strengthening of the transfers to/from well-established sites was a delayed milestone (6 months) to the benefit of the BNL/KISTI data transfer.
A research activity involving STAR and the computer science department at Prague has been initiated to improve the data management program and network tuning. We are studying and testing a multi-site data transfer paradigm, coordinating movement of datasets to and from multiple locations (sources) in an optimal manner, using a planner taking into account the performance of the network and site.  This project relies on the knowledge of file locations at each site and a known network data transfer speed as initial parameters (as data is moved, speed can be re-assessed so the system is a self-learning component). The project has already shown impressive gains over a standard peer-to-peer approach for data transfer. Although this activity has so far impacted OSG in a minimal way, we will use the OSG infrastructure to test our implementation and prototyping. To this end, we paid close attention to protocols and concepts used in Caltech’s Fast Data Transfer (FDT) tool as its streaming approach has non-trivial consequence and impact on TCP protocol shortcomings. Design considerations and initial results were presented at the Grid2009 conference and published in the proceedings as “Efficient Multi-Site Data Movement in distributed Environment”. The implementation is not fully ready however and we expect further development in 2010. Our Prague site also presented their previous work on setting up a fully functional Tier-2 site at the CHEP 2009 conference as well as summarized our work on the Scalla/Xrootd and HPSS interaction and how to achieve efficient retrieval of data from mass storage using advanced request queuing techniques based on file location on tape but respecting faire-shareness. The respective asbtract “Setting up Tier-2 site at Golias/ Prague farm” and “Fair-share scheduling algorithm for a tertiary storage system” are available as http://indico.cern.ch/abstractDisplay.py?abstractId=432&confId=35523 and http://indico.cern.ch/abstractDisplay.py?abstractId=431&confId=35523.
STAR has continued to use and consolidate the BeStMan/SRM implementation and has continued active discussions, steering and integration of the messaging format from the Center for Enabling Distributed Petascale Science’s (CEDPS) Troubleshooting team, in particular targeting use of BeStMan client/server troubleshooting for faster error and performance anomaly detection and recovery. BeStMan and syslog-ng deployments at NERSC provide early testing of new features in a production environment, especially for logging and recursive directory tree file transfers.  At the time of this report, an implementation is available whereas BeStMan based messages are passed to a collector using syslog-ng. Several problems have already been found, leading to strengthening of the product. We hoped to have a case study within months but we are at this time missing a data-mining tool able to correlate (hence detect) complex problems and automatically send alarms. The collected logs have been useful however to, at a single source of information, find and identify problems. STAR has also finished developing its own job tracking and accounting system, a simple approach based on adding tags at each stage of the workflow and collecting the information via recorded database entries and log parsing. The work was presented at the CHEP 2009 conference (“Workflow generator and tracking at the rescue of distributed processing. Automating the handling of STAR's Grid production”, Contribution ID 475, CHEP 2009, http://indico.cern.ch/ contributionDisplay.py?contribId=475&confId= 35523). 
STAR has also continued an effort to collect information at application level, build and learn from in-house user-centric and workflow-centric monitoring packages. The STAR SBIR Tech-X/UCM project, aimed to provide a fully integrated User Centric Monitoring (UCM) toolkit, has reached its end-of-funding cycle. The project is being absorbed by STAR personnel aiming to deliver a workable monitoring scheme at application level. The reshaped UCM library has been used in nightly and regression testing to help further development (mainly scalability, security and integration into Grid context). Several components needed reshape as the initial design approach, too complex, slowed down maintenance and upgrade. To this extent, a new SWIG (“Simplified Wrapper and Interface Generator”) based approach was used and reduced the overall size of the interface package by more than an order of magnitude. The knowledge and a working infrastructure based on syslog-ng may very well provide a simple mechanism for merging UCM with CEDPS vision. Furthermore, STAR has developed a workflow analyzer for experimental data production (simulation mainly) and presented the work at the CHEP 2009 conference as “Automation and Quality Assurance of the Production Cycle” (http://indico.cern.ch/abstractDisplay.py?abstractId=475&confId=35523) now accepted for publication. The toolkit developed in this activity allows extracting independent accounting and statistical information such as task efficiency, percentage success allowing keeping a good record of production made on Grid based operation. Additionally, a job feeder was developed allowing automatic throttling of job submission across multiple site, keeping all site at maximal occupancy but also detecting problems (gatekeeper downtimes and other issues). The feeder has the ability to automatically re-submit failed jobs for at least N times, bringing the overall job success efficiency for only one re-submission to 97% success. This tool was used in the Amazon EC2 exercise (see later section).
STAR grid data processing and job handling operations have continued their progression toward a full Grid-based operation relying on the OSG software stack and the OSG Operation Center issue tracker. The STAR operation support team has been efficiently addressing issues and stability. Overall the grid infrastructure stability seems to have increased. To date, STAR has however mainly achieved simulated data production on Grid resources.  Since reaching a milestone in 2007, it has become routine to utilize non-STAR dedicated resources from the OSG for the Monte-Carlo event generation pass and to run the full response simulator chain (requiring the whole STAR framework installed) on STAR’s dedicated resources.  On the other hand, the relative proportion of processing contributions using non-STAR dedicated resources has been marginal (and mainly on the FermiGrid resources in 2007). This disparity is explained by the fact that the complete STAR software stack and environment, which is difficult to impossible to recreate on arbitrary grid resources, is necessary for full event reconstruction processing and hence, access to generic and opportunistic resources are simply impractical and not matching the realities and needs of running experiments in Physics production mode. In addition, STAR’s science simply cannot suffer the risk of heterogeneous or non-reproducible results due to subtle library or operating system dependencies and the overall workforce involved to ensure seamless results on all platforms exceeds our operational funding profile. Hence, STAR has been a strong advocate for moving toward a model relying on the use of Virtual Machine (see contribution at the OSG booth @ CHEP 2007) and have since closely work, to the extent possible, with the CEDPS Virtualization activity, seeking the benefits of truly opportunistic use of resources by creating a complete pre-packaged environment (with a validated software stack) in which jobs will run. Such approach would allow STAR to run any one of its job workflow (event generation, simulated data reconstruction, embedding, real event reconstruction and even user analysis) while respecting STAR’s policies of reproducibility implemented as complete software stack validation. The technology has huge potential in allowing (beyond a means of reaching non-dedicated sites) software provisioning of Tier-2 centers with minimal workforce to maintain the software stack hence, maximizing the return to investment of Grid technologies. The multitude of combinations and the fast dynamic of changes (OS upgrade and patches) make the reach of the diverse resources available on the OSG, workforce constraining and economically un-viable. 
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[bookmark: _Ref123617789]Figure 21: Corrected STAR recoil jet distribution vs pT
This activity reached a world-premiere milestone when STAR made used of the Amazon/EC2 resources, using Nimbus Workspace service to carry part of its simulation production and handle a late request. These activities were written up in iSGTW (“Clouds make way for STAR to shine”, http://www.isgtw.org/?pid=1001735, Newsweek (“Number Crunching Made Easy - Cloud computing is making high-end computing readily available to researchers in rich and poor nations alike“ http://www.newsweek.com/id/195734), SearchCloudComputing (“Nimbus cloud project saves brainiacs' bacon“ http://searchcloudcomputing.techtarget.com/news/article/ 0,289142,sid201_gci1357548,00.html) and HPCWire (“Nimbus and Cloud Computing Meet STAR Production Demands“ http://www.hpcwire.com/offthewire/Nimbus-and-Cloud-Computing-Meet-STAR-Production-Demands-42354742.html?page=1). This was the very first time cloud computing had been used in the HENP field for scientific production work with full confidence in the results. The results were presented during a plenary talk at CHEP 2009 conference (Figure 21), and represent a breakthrough in production use of clouds. We are working with the OSG management for the inclusion of this technology into OSG’s program of work.
Continuing on this activity in the second half of 2009, STAR has undertaken testing of various models of cloud computing on OSG since the EC2 production run.  The model used on EC2 was to deploy a full OSG-like compute element with gatekeeper and worker nodes.  Several groups within the OSG offered to assist and implement diverse approaches. The second model, deployed at Clemson University, uses a persistent gatekeeper and having worker nodes launched using a STAR specific VM image. Within the image, a Condor client then register to an external Condor master hence making the whole batch system is completely transparent to the end-user (the instantiated VM appear as just like other nodes, the STAR jobs slide in the VM instances where it finds a fully supported STAR environment and software package).  The result is similar to configuring a special batch queue meeting the application requirements contained in the VM image and then many batch jobs can be run in that queue.  This model is being used at a few sites in Europe as described at a recent HEPiX meeting, http://indico.cern.ch/conferenceTimeTable.py ?confId=61917.  A third model has been preliminarily tested at Wisconsin where the VM image itself acts as the payload of the batch job and is launched for each job.  This is similar to the condor glide-in approach and also the pilot-job method where the useful application work is performed after the glide-in or pilot job starts.  This particular model is not well matched to the present STAR SUMS workflow as jobs would need to be pulled in the VM instance rather than integrated as a submission via a standard Gatekeeper (the GK interaction only starts instances). However, our MIT team will pursue testing at Wisconsin and attempt to a demonstrator simulation run and measure efficiency and evaluate practicality within this approach.  One goal of the testing at Clemson and Wisconsin is to eventually reach a level where scalable performance can be compared with running on traditional clusters.  The effort in that direction is helping to identify various technical issues, including configuration of the VM image to match the local batch system (contextualization), considerations for how a particular VM image is selected for a job, policy and security issues concerning the content of the VM image, and how the different models fit different workflow management scenarios.
Our experience and results in this cloud/grid integration domain are very encouraging regarding the potential usability and benefits of being able to deploy application specific virtual machines, and also indicate that a concerted effort is necessary in order to address the numerous issues exposed and reach an optimal deployment model.
All STAR physics publications acknowledge the resources provided by the OSG.
[bookmark: _Toc139127018]MINOS
Over the last three years, computing for MINOS data analysis has greatly expanded to use more of the OSG resources available at Fermilab. The scale of computing has increased from about 50 traditional batch slots to typical user jobs running on over 2,000 cores, with an expectation to expand to about 5,000 cores (over the past 12 months we have used 3.1M hours on OSG from 1.16M submitted jobs). This computing resource, combined with 120 TB of dedicated BlueArc (NFS mounted) file storage, has allowed MINOS to move ahead with traditional and advanced analysis techniques, such as Neural Network, Nearest Neighbor, and Event Library methods. These computing resources are critical as the experiment has moved beyond the early, somewhat simpler Charged Current physics, to more challenging Neutral Current, +e, anti-neutrino and other analyses which push the limits of the detector. We use a few hundred cores of offsite computing at collaborating universities for occasional Monte Carlo generation. MINOS was also successful at using TeraGrid resources at TACC in Fall 2009 for a complete pass over our data.
MINOS recently made a disappearance  measurement (shown at Neutrino 2010) comparing the energy spectra of a neutrino interactions in a near and far target that fits well to a mass difference model.
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Figure 22: Recent MINOS measurement comparing neutrino rates in a near and far detector.
[bookmark: _Toc139127019]Astrophysics
The Dark Energy Survey (DES) used approximately 80,000 hours of OSG resources during the period July 2009 – June 2010 to generate simulated images of galaxies and stars on the sky as would be observed by the survey.  The bulk of the simulation activity took place during two production runs, which generated a total of over 7 Terabytes of simulated imaging data for use in testing the DES data management data processing pipelines as part of DES Data Challenge 5 (DC5).  The DC5 simulations consist of over 5,000 mock science images, covering some 300 square degrees of the sky, along with nearly another 2000 calibration images needed for data processing.  Each 1-GB-sized DES image is produced by a single job on OSG and simulates the 300,000 galaxies and stars on the sky covered in a single 3-square-degree pointing of the DES camera.  The processed simulated data are also being actively used by the DES science working groups for development and testing of their science analysis codes.  In addition to the main DC5 simulations, we also used OSG resources to produce 1 TB of simulated images for the DES supernova science working group, as well as to produce a number of smaller simulation data sets generated to enable quick turnaround and debugging of the DES data processing pipelines.
[bookmark: _Toc139127020]Structural Biology
Biomedical computing
Activities supported under the OSG NSF award are complementary to our independent NSF award to support the Research Coordination Network (RCN) for structural biology. While the work carried under the RCN award allowed us to establish the computational workflow, and a grid submission portal, the OSG support allowed us to scale computations to OSG and support an outreach effort to the biomedical community.
The SBGrid VO was able to achieve a peak weekly usage of 246,225 hours during the last week of February.  During the first four months of 2010 we averaged over 50,000 hours per week. Specifically, the global siMR searches would commonly execute 3000- 4000 concurrent processes at 20+ computing centers, allowing a single global search to complete in less than 24 hours.  The key software components for OSG are provided by VDT, Condor, and Globus and provide the basic services, security infrastructure, data, and job management tools necessary to create, submit, and manage computations on OSG.
To balance computation time with grid infrastructure overhead it was necessary to set time limits on individual molecular replacement instances (typically 30 minutes), and also to group instances into sub-sets to have grid jobs that required 0.5-12 hours to complete.  Scheduling of jobs to sites was managed through a combination of Condor DAGMan and the OSG Match Maker.  To reduce network traffic at the job source, the necessary applications and common data (e.g. SCOPCLEAN corpus) were pre-staged to each computing center.  Maintenance systems ensure these stay up to date.  Individual job execution was handled by a wrapper that configures the system environment appropriately and retrieves any job-specific files, such as the reflection data or pre-placed structures (for second and subsequent round searches on the same structure). 
Although both Condor and DAGMan provide mechanisms for error recovery it was still typically the case that 1-5% of results would not be returned from a particular search, due to various forms of failure.  Even these failure rates were only achieved after initial experience of >50% job failure rate, and the consequent introduction of system tuning and fault tolerance mechanisms.  A semi-automated mechanism was developed to retry any missing results until >99.8% of results were available.  All results were then aggregated, filtered, and sorted, then augmented with results from other searches (such as TMAlign comparison, Reforigin placement, or Molrep), and with “static” data related to each individual SCOP domain (such as the SCOP class, the domain size, or the domain description). This process resulted in large tabular data sets that could be processed into reports or analyzed with the assistance of visualization software.
In accordance with the most recent OSG recommendation the SBGrid VO is transitioning job submission system to a pilot mechanism. We have interlinked our job submission setup with the OSG GlideinWMS factory in San Diego, and reconfigured our DAGMAN workflows. We are currently finetuning job submission rates, and will try to replicate and surpass peak utilization of 4000 concurrent CPUs that was previously achieved with OSGMM system (current peak utilization with GlideinWMS is 1000 CPUs). Our early experience with GlideinWMS is very positive, and in comparison to OSGMM we find the system easier to configure and manage.
We have also engaged in activities of the newly established Biomed HPC Collaborative. The initiative aims to coordinate efforts of High Performance Biomedical Computing groups from Boston area (participants include Beth Israel Deaconess Medical Center, Boston University, Brown University, Dana Farber Cancer Institute, Harvard and several affiliated schools, Northeastern University, Partners Healthcare, The Broad Institute, Tufts University, University of Massachusetts, University of Connecticut Health Center and Wyss Institute for Biologically Inspired Engineering). SBGrid RCN has been providing guidance on Open Science Grid integration, and in collaboration with the OSG we have seeded a supporting initiative to interlink existing biomedical resources in the Boston area.
Biomedical computing examples
SBGrid VO has deployed a range of applications onto over a dozen OSG sites.  The primary computing technique for structure determination which was developed and implemented by our group is called sequence independent molecular replacement (siMR). The technique will allow structural biologists to determine the 3-D structure of proteins by comparing imaging data from the unknown structure to that of known protein fragments. Typically a data set for an unknown structure is compared to a single set of protein coordinates. SBGrid has developed a technique to do this analysis with 100,000 fragments, requiring between 2000 and 15,000 hours for a single structure study, depending on the exact application and configuration parameters. Our early analysis with Molrep indicated that signals produced by models with very weak sequence identity are, in many cases, too weak to produce meaningful ranking. The study was repeated utilizing Phaser - a maximum likelihood application that requires significant computing resources (searches with individual coordinates take between 2-10 minutes for crystals with a single molecule in an asymmetric unit, and longer for molecules with many copies of the same molecule). With Phaser a significant improvement in sensitivity of global molecular replacement was achieved and we have recently identified several very encouraging cases. A Phaser analysis example is shown in Figure 23.
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[bookmark: _Ref122415971]Figure 23: Global Molecular replacement. A - after searching with 100,000 SCOP domains four models form a distinct cluster (highlighted). B - one of the SCOP domain in the cluster (teal) superimposes well with 2VZF coordinates (grey), although sequence identity between two structures is minimal. C - SBGrid molecular replacement portal deploys computations to OSG resources. Typical runtime for an individual search with a single SCOP domain is 10 minutes.
In order to validate the siMR approach we have develop a set of utilities which can verify correct placement of models, while correcting for symmetry and origin-shift deviations. We find that while Phaser LLG and TFZ scores combine to provide good discrimination of clusters, other measures such as R-factor improvement or contrast as provided by Molrep are not suitable for a robust cross-model comparison. We can further augment the sensitivity of the Phaser scoring function by incorporating additional dimensions, such as rotation function Z-score (RFZ).
The sequence independent molecular replacement approach has been validated on several cases, and a publication describing our method has been now submitted to the journal PNAS. Several members of our community tested the siMR method:

Prof. Karin Reinisch -Yale University
Prof. Ben Spiller * - Vanderbilt University
Prof. Amir Khan * - Trinity College Dublin
Jawdat Al-Bassan *  - Harvard Medical School
Uhn-Soo Cho * - Harvard Medical School
Cases with a star denote examples where grid computing provided strong results which immediately impacted research in user's laboratory. Typically, users run siMR through the Open Science Grid portal (average case: 12,000 CPU hours, 90,000 individual jobs).
Further dissemination of siMR is pending awaiting publication of our method, although we expect that several collaborating laboratories will be testing our portal in the near future.
Outreach
EMBO Practical Course: in collaboration with a structural biology scientist (Daniel Panne) from the European Molecular Biology Organization (EMBO) Piotr Sliz (PI) organized a 2010 EMBO Practical Course in Heildelberg, Germany. The Practical Course maintained the format of the SBGrid Computing School: three nanocourses in Python, Molecular Visualization and OSX Programming were offered. A special lecture on grid computing in HPC was delivered by a member of OSG Consortium, John McGee.
Presentations by members of SBGrid VO:
July 28, 2009 - Web portal interfaces to HPC and collaborative e-science environments (Ian Stokes-Rees) 
October 6, 2009 - Harvard Computer Society: "The web, the grid, and the cloud: intersecting technologies for computationally intensive science" 
October 13 2009 - Open Grid Forum 27: "e-Infrastructure Interoperability: A perspective from structural biology" 
December 7 2009 - Center for Research on Computation and Society, School of Engineering and Applied Sciences: "Security related challenges for collaborative e-Science and Federated Cyberinfrastructure". 
February 16 2009 - Scientific Software Development Workshop (invited paper and speaker) "Development, deployment, and operation of a life sciences computational grid environment". 
March 10 2009 - Open Science Grid All Hands Meeting 2010: "Global molecular replacement for protein structure determination". 
May 3rd, 2009 – Leibniz-Institut fur Molekulare Pharmakologie, Berlin, Germany. Structural Biology on the Grid: Sequence Independent Molecular Replacement. 
May 7th, 2010 – EMBO Course on Scientific Programming and Data Visualization. Coordinated computing in structural biology. 
May 11th, 2010 – Rutherford Appleton Laboratory, Oxfordshire, UK. Structural Biology on the Grid: Sequence Independent Molecular Replacement. 
May 12th, 2010 – Structural Genomics Consortium, University of Oxford, UK. X-ray structure determination by global sequence-independent molecular replacement. 
[bookmark: _Toc139127021]Multi-Disciplinary Sciences
The Engagement team has worked directly with researchers in the areas of: biochemistry (Xu), molecular replacement (PRAGMA), molecular simulation (Schultz), genetics (Wilhelmsen), information retrieval (Blake), economics, mathematical finance (Buttimer), computer science (Feng), industrial engineering (Kurz), and weather modeling (Etherton).
The computational biology team led by Jinbo Xu of the Toyota Technological Institute at Chicago uses the OSG for production simulations on an ongoing basis. Their protein prediction software, RAPTOR, is likely to be one of the top three such programs worldwide. 
A chemist from the NYSGrid VO using several thousand CPU hours a day sustained as part of the modeling of virial coefficients of water. During the past six months a collaborative task force between the Structural Biology Grid (computation group at Harvard) and OSG has resulted in porting of their applications to run across multiple sites on the OSG. They are planning to publish science based on production runs over the past few months.
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OSG contributes to the field of Computer Science via research in job management systems and security frameworks for a grid-style cyber-infrastructure.  We expect this work to have near-term impact to OSG but also be extensible to other distributed computing models.
A collaboration between the Condor project, US ATLAS, and US CMS is using the OSG to test new workload and job management scenarios which provide “just-in-time” scheduling across the OSG sites; this uses “glide-in” methods to schedule a pilot job locally at a site which then requests user jobs for execution as and when resources are available.  This approach has many advantages over the traditional, "push" model, including better resource utilization, reduced error rates and better user prioritization. However, glideins introduce new challenges, like two-tiered matching, two-tiered authorization model, network connectivity, and scalability. The two-tiered matching is being addressed within the glideinWMS project sponsored by US CMS. The two-tiered authorization is addressed by the gLExec component developed in Europe by NIKHEF, and partially supported by Fermilab for OSG. The network and scalability issues are being addressed by Condor.
Cybersecurity is a growing concern, especially in computing grids, where attack propagation is possible because of prevalent collaborations among thousands of users and hundreds of institutions. The collaboration rules that typically govern large science experiments as well as social networks of scientists span across the institutional security boundaries. A common concern is that the increased openness may allow malicious attackers to spread more readily around the grid. Mine Altunay of OSG Security team collaborated with Sven Leyffer and Zhen Xie of Argonne National Laboratory and Jeffrey Linderoth of University of Wisconsin-Madison to study this problem by combining techniques from computer security and optimization areas.  The team framed their research question as how to optimally respond to attacks in open grid environments. To understand how attacks spread, they used OSG infrastructure as a testbed. They developed a novel collaboration model observed in the grid and a threat model that is built upon the collaboration model. This work is novel in that the threat model takes social collaborations into account while calculating the risk associated with a participant during the lifetime of the collaboration. The researchers again used OSG testbed for developing optimal response models (e.g. shutting down a site vs. blocking some users preemptively) for simulated attacks. The results of this work has been presented at SIAM Annual Conference 2010 at Denver, Colorado and also submitted to the Journal of Computer Networks.
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Development of the OSG Distributed Infrastructure
[bookmark: _Toc125186355][bookmark: _Toc139127024]Usage of the OSG Facility 
The OSG facility provides the platform that enables production by the science stakeholders; this includes operational capabilities, security, software, integration, testing, packaging and documentation as well as engagement capabilities and support. We are continuing our focus on providing stable and reliable production level capabilities that the OSG science stakeholders can depend on for their computing work and get timely support when needed. 
The stakeholders continue to increase their use of OSG. The two largest experiments, ATLAS and CMS, after performing a series of data processing exercises last year that thoroughly vetted the end-to-end architecture, were ready to meet the challenge of data taking that began in February 2010.  The OSG infrastructure has demonstrated that is up to the challenge and continues to meet the needs of the stakeholders. Currently over 1 Petabyte of data is transferred nearly every day and more than 4 million jobs complete each week.

Figure 24: OSG facility usage vs. time broken down by VO
During the last year, the usage of OSG resources by VOs increased from about 4.5M hours per week to about 6M hours per week; additional detail is provided in the attachment entitled “Production on the OSG.”  OSG provides an infrastructure that supports a broad scope of scientific research activities, including the major physics collaborations, nanoscience, biological sciences, applied mathematics, engineering, and computer science.  Most of the current usage continues to be in the area of physics but non-physics use of OSG is a growth area with current usage exceeding 200K hours per week (averaged over the last year) spread over 17 VOs.

Figure 25: OSG facility usage vs. time broken down by Site. 
(Other represents the summation of all other “smaller” sites)
With about 80 sites, the production provided on OSG resources continues to grow; the usage varies depending on the needs of the stakeholders.  During stable normal operations, OSG provides approximately 850K CPU wall clock hours a day with peaks occasionally exceeding 1 M CPU wall clock hours a day; approximately 200K opportunistic wall clock hours are available on a daily basis for resource sharing.
In addition, OSG continues to provide significant effort and technical planning devoted to enabling the large influx of CMS (~20 new) and Atlas (~20 new) Tier-3 sites that have been funded and will be coming online in the second half of 2010. These ~40 Tier-3 sites are notable since many of their administrators are not expected to have formal computer science training and thus special frameworks are needed to provide effective and productive environments. To support these sites (in collaboration with Atlas and CMS), OSG has been focused on creating both documentation as well as a support structure suitable for these sites. To date the effort has addressed: 
Onsite help and hands-on assistance to the ATLAS and CMS Tier-3 coordinators in setting up their Tier-3 test sites including several multi-day meetings to bring together the OSG experts needed to answer and document specific issues relevant to the Tier-3s. OSG hosts regular meetings with these coordinators as well to discuss issues and plan steps forward.
OSG packaging and support for Tier-3 components such as Xrootd that are projected to be installed at over half of the Tier-3 sites (primarily ATLAS sites). This includes testing and working closely with the Xrootd development team via bi-weekly meetings. 
OSG support for the Canadian and WLCG clients that have been selected as the mechanism for deploying ATLAS software at T3 sites. This involves adding features to the VDT to meet the ATLAS requirement of strict versioning, as well as features to the WLCG Client tool to support specific directory and log file changes to support ATLAS.
Many OSG workshops have been updated to draw in the smaller sites by incorporating tutorials and detailed instruction. A site admins workshop is currently planned for August 2010. One new feature we will be adding is a tutorial on the Hadoop file system. 
OSG documentation for Tier-3s has been extended to support T3s beginning with installation on the bare hardware.  Sections for site planning, file system setup, basic networking instructions, and cluster setup and configuration are being updated and maintained together with more detailed explanations of each step (https://twiki.grid.iu.edu/bin/view/Tier3/WebHome). This documentation is used directly by CMS, and serves as the reference documentation that was used by ATLAS to develop more specific documentation for their T3s. 
OSG is working directly with new CMS and ATLAS site administrators as they start to deploy their sites, in particular security. We have made arrangements to work directly with local site administrators to work through security issues and barriers that many T3 sites are beginning to encounter as they attempt to setup T3 sites for the first time. 
The OSG Security team is in the process of setting up a PAKITI server that will centrally monitor and enable all the CMS sites to find security loopholes. 
Regular site meetings geared toward Tier-3s in conjunction with the ongoing site coordination effort including office hours held three times every week to discuss issues that arise involving all aspects of the sites. 
In summary OSG has demonstrated that it is meeting the needs of US CMS and US ATLAS stakeholders at all Tier-1’s, Tier-2’s, and Tier-3’s, and is successfully managing the uptick in job submissions and data movement now that LHC data taking has resumed in 2010. 
[bookmark: _Toc125186356][bookmark: _Toc139127025]Middleware/Software 
To enable a stable and reliable production platform, the middleware/software effort has increased focus on support and capabilities that improve administration, upgrades, and support. Between July 2009 and June 2010, OSG’s software efforts focused on developing, releasing, and supporting OSG 1.2, a new focus on native packaging, and supporting the upcoming LHC Tier-3 sites.
As in all major software distributions, significant effort must be given to ongoing support. In early 2009, we developed OSG 1.2 with a focus on improving our ability to ship small, incremental updates to the software stack. Our goal was to release OSG 1.2 before the restart of the LHC so that sites could install the new version. We had a pre-release in June 2009, and it was formally released in July 2009, which gave sites sufficient time to upgrade if they chose to do so, and roughly nearly all of the sites in OSG have done so; since the initial pre-release in June we have released 17 software updates to the software stack. 
Most of the software updates to the OSG software stack were “standard” updates spanning general bug fixes, security fixes, and occasional minor feature upgrades. This general maintenance consumes roughly 50% of the effort of the OSG software effort.
There have been several software updates and events in the last year that are worthy of deeper discussion. As background, the OSG software stack is based on the VDT grid software distribution. The VDT is grid-agnostic and used by several grid projects including OSG, TeraGrid, and WLCG. The OSG software stack is the VDT with the addition of OSG-specific configuration.
OSG 1.2 was released in July 2009. Not only did it significantly improve our ability to provide updates to users, but it also added support for a new operating system (Debian 5), which is required by LIGO. 
Since summer 2009 we have been focusing on the needs of the upcoming ATLAS and CMS Tier-3 sites. In particular, we have focused on Tier-3 support, particularly with respect to new storage solutions. We have improved our packaging, testing, and releasing of BeStMan, Xrootd, and Hadoop, which are a large part of our set of storage solutions. We have released several iterations of these, and are now finalizing our support for ATLAS Tier-3 sites.
We have emphasized improving our storage solutions in OSG. This is partly for the Tier-3 effort mentioned in the previous item, but is also for broader use in OSG. For example, we have created new testbeds for Xrootd and Hadoop and expanded our test suite to ensure that the storage software we support and release are well tested and understood internally. We have started regular meetings with the Xrootd developers and ATLAS to make sure that we understand how development is proceeding and what changes are needed. We have also provided new tools to help users query our information system for discovering information about deployed storage systems, which has traditionally been hard in OSG. We expect these tools to be particularly useful to LIGO and SCEC, though other VOs will likely benefit as well. We also conducted an in-person storage forum in June 2009 at Fermilab, to help us better understand the needs of our users and to directly connect them with storage experts.
We have begun intense efforts to provide the OSG software stack as so-called “native packages” (e.g. RPM on Red Hat Enterprise Linux). With the release of OSG 1.2, we have pushed the packaging abilities of our infrastructure (based on Pacman) as far as we can. While our established users are willing to use Pacman, there has been a steady pressure to package software in a way that is more similar to how they get software from their OS vendors. With the emergence of Tier-3s, this effort has become more important because system administrators at Tier-3s are often less experienced and have less time to devote to managing their OSG sites. We have wanted to support native packages for some time, but have not had the effort to do so, due to other priorities; but it has become clear that we must do this now. We initially focused on the needs of the LIGO experiment and in April 2010 we shipped to them a complete set of native packages for both CentOS 5 and Debian 5 (which have different packaging systems), and they are now in production. The LIGO packages are a small subset of the entire OSG software stack, and we are now phasing in complete support for native packages across the OSG software stack. We hope to have usable support for a larger subset of our software stack by Fall 2010.
We have added a new software component to the OSG software stack, the gLite FTS (File Transfer Service) client, which is needed by both CMS and ATLAS.
We have expanded our ability to do accounting across OSG by implementing mechanisms that account file transfer statistics and storage space utilization.
The VDT continues to be used by external collaborators. EGEE/WLCG uses portions of VDT (particularly Condor, Globus, UberFTP, and MyProxy). The VDT team maintains close contact with EGEE/WLCG via the OSG Software Coordinator's (Alain Roy's) weekly attendance at the EGEE Engineering Management Team's phone call. EGEE is now transitioning to EGI, and we are closely monitoring this change. TeraGrid and OSG continue to maintain a base level of interoperability by sharing a code base for Globus, which is a release of Globus, patched for OSG and TeraGrid’s needs. The VDT software and storage coordinators (Alain Roy and Tanya Levshina) are members of the WLCG Technical Forum, which is addressing ongoing problems, needs and evolution of the WLCG infrastructure in the face of data taking.
[bookmark: _Toc125186357][bookmark: _Toc139127026]Operations 
The OSG Operations team provides the central point for operational support for the Open Science Grid and provides the coordination for various distributed OSG services.  OSG Operations performs real time monitoring of OSG resources, supports users, developers and system administrators, maintains critical grid infrastructure services, provides incident response, and acts as a communication hub.  The primary goals of the OSG Operations group are: supporting and strengthening the autonomous OSG resources, building operational relationships with peering grids, providing reliable grid infrastructure services, ensuring timely action and tracking of operational issues, and assuring quick response to security incidents.  In the last year, OSG Operations continued to provide the OSG with a reliable facility infrastructure while at the same time improving services to offer more robust tools to the OSG stakeholders.  
OSG Operations is actively supporting the LHC re-start and we continue to refine and improve our capabilities for these stakeholders.  We have supported the additional load of the LHC start-up by increasing the number of support staff and implementing an ITIL based (Information Technology Infrastructure Library) change management procedure. As OSG Operations supports the LHC data-taking phase, we have set high expectations for service reliability and stability of existing and new services.
During the last year, the OSG Operations continued to provide and improve tools and services for the OSG:
Ticket Exchange mechanisms were updated with the WLCG GGUS system and the ATLAS RT system to use a more reliable web services interface. The previous email based system was unreliable and often required manual intervention to ensure correct communication was achieved. Using the new mechanisms, tickets opened by the WLCG are in the hands of the responsible ATLAS representative within 5 minutes of being reported. 
The OSG Operations Support Desk regularly responds to ~150 OSG user tickets per month of which 94% are closed within 30 days of being reported. 
A change management plan was developed, reviewed, and adopted to insure service stability during WLCG data taking. 
The BDII (Berkeley Database Information Index), which is critical to CMS and ATLAS production, is now functioning with an approved Service Level Agreement (SLA) which was reviewed and approved by the affected VOs and the OSG Executive Board.  The BDII performance has been at 99.89% availability and 99.99% reliability during the 8 preceding months.
The MyOSG system was ported to MyEGEE and MyWLCG.  MyOSG allows administrative, monitoring, information, validation and accounting services to be displayed within a single user defined interface.  
Using Apache Active Messaging Queue (Active MQ) we have provided WLCG with availability and reliability metrics.
The public ticket interface to OSG issues was continually updated to add requested features aimed at meeting the needs of the OSG users. 
We have increased focus and effort toward completing the SLAs for all Operational services including those services distributed outside of the Open Science Grid Operations Center (GOC) at Indiana University. 
And we continued our efforts to improve service availability via the completion of several hardware and service upgrades:  
The GOC services located at Indiana University were moved to a new more robust physical environment, providing much more reliable power and network stability. 
Monitoring of OSG Resources at the CERN BDII was implemented to allow end-to-end information system data flow to be tracked and alarmed on when necessary. 
A migration to a virtual machine environment for many services is now complete to allow flexibility in providing high availability services. 
Service reliability for GOC services remains excellent and we now gather metrics that can quantify the reliability of these services with respect to the requirements provided in the Service Level Agreements (SLAs). SLAs have been finalized for the BDII and MyOSG, while SLAs for the OSG software cache and RSV are being reviewed by stakeholders. Regular release schedules for all GOC services have been implemented to enhance user testing and regularity of software release cycles for OSG Operations provided services. It is the goal of OSG Operations to provide excellent support and stable distributed core services the OSG community can continue to rely upon and to decrease the possibility of unexpected events interfering with user workflow. 
[bookmark: _Toc125186358][bookmark: _Toc139127027]Integration and Site Coordination 
The OSG Integration and Sites Coordination activity continues to play a central role in helping improve the quality of grid software releases prior to deployment on the OSG and in helping sites deploy and operate OSG services thereby achieving greater success in production.  For this purpose we continued to operate the Validation (VTB) and Integration Test Beds (ITB) in support of updates to the OSG software stack that include compute and storage element services.  In addition to these activities there were three key areas of focus involving sites and integration undertaken in the past year: 1) provisioning infrastructure and training materials in support of two major OSG sponsored workshops in Colombia, as part of the launch of the Grid Colombia National Grid Infrastructure (NGI) program; 2) deployment of an automated workflow system for validating compute sites in the ITB; and 3) directed support for OSG sites, in particular activities targeted for the ramp-up of U.S. LHC Tier-3 centers.  We also sponsored a Campus Grids workshop to take stock of challenges and best practices for connecting to scientific computing resources at the campus level.
The Grid Colombia workshops – one held in October 2009 (a two-week affair), the other in March 2010 (one week) – were supported by OSG core staff and provided contributions from the OSG community at large to help that project launch its NGI.  For this purpose we developed a new set of installation guides for setting up central grid (GOC-like) services including information and resource selection services.  Supporting this were deployed instances of these central services on OSG provided reference platforms that could be use to support workshop grid building exercises, demonstrate application workflows, and to provide instruction for building grid infrastructure to the workshop participants.  We also developed training manuals for building grid sites to be used during the workshop to build a prototype, multi-site, self-contained grid.  This work was later re-used in support of Tier-3 facilities.  
A major new initiative, begun in 2009, was launched to improve the effectiveness of OSG release validation on the ITB.  The idea was to automate functional testing where possible, put immediate testing power for realistic workloads directly into the hands of ITB site administrators, and to provide for larger-scale workload generation complete with real-time and archival monitoring so that high level summaries of the validation process could be reported to various VO managers and other interested parties.  The system has a suite of test jobs that can be executed through the pilot-based Panda workflow system.  The test jobs can be of any type and flavor; the current set includes simple ‘hello world’ jobs, jobs that are CPU-intensive, and jobs that exercise access to/from the associated storage element of the CE.  Importantly, ITB site administrators are provided a command line tool they can use to inject jobs aimed for their site into the system, and then monitor the results using the full monitoring framework (pilot and Condor-G logs, job metadata, etc) for debugging and validation at the job-level.  In the future, we envision that additional workloads will be executed by the system, simulating components of VO workloads. 
As new Tier-3 facilities come online we are finding new challenges to supporting systems administrators. Often Tier-3 administrators are not UNIX computing professionals but postdocs or students working part time on their facility.  To better support these sites we have installed a virtualized Tier-3 cluster using the same services and installation techniques that are being developed by the ATLAS and CMS communities.  An example is creating very friendly instructions for deploying an Xrootd distributed storage system.  Finally in terms of site support we continue to interact with the community of OSG sites using the persistent chat room (“Campfire”) which has now been in regular operation for nearly 18 months. We offer three hour sessions at least three days a week where OSG core Integration or Sites support staff are available to discuss issues, troubleshoot problems or simply “chat” regarding OSG specific issues; these sessions are archived and searchable. 
[bookmark: _Toc203898427][bookmark: _Toc125186359][bookmark: _Toc139127028]Virtual Organizations Group 
The Virtual Organizations (VO) Group coordinates and supports the portfolio of the “at-large” Science VOs in OSG except for the three major stakeholders (ATLAS, CMS, and LIGO) which are directly supported by the OSG Executive Team.
At various times through the year, science communities were provided assistance in planning their use of OSG. Direct input was gathered from nearly 20 at-large VOs and reported to the OSG Council.  This collaborative community interface (https://twiki.grid.iu.edu/bin/view /VirtualOrganizations/ Stakeholder_PlansNeedsRequirements) provided a roadmap of intended use to enable OSG to better support the strategic goals of the science stakeholders; these roadmaps covered: scope of use; VO mission; average and peak grid utilization quantifiers; extrapolative production estimates; resource provisioning scales; and plans, needs, milestones. 
We continued our efforts to strengthen the effective use of OSG by VOs. D0 increased to 75-85% efficiency at 80K-120K hours/day and this contributed to new levels of D0 Monte Carlo production, reaching a new peak of 13.3 million events per week.  CDF undertook readiness exercises to prepare for CentOS 5 and Kerberos CA transitions.  The Fermilab VO with its wide array of more than 12 individual sub-VOs, continued efficient operations. SBGrid sustained an increased scale of production after a successful startup; this VO ramped up its concurrent job runs and reached peak usage at 70,000 hours/day in burst-mode and efforts are ongoing to make weekly efficiency more consistent. NanoHUB was provided assistance by NYSGrid in facilitating HUBzero Portal adoption.
We conducted a range of activities to jump-start VOs that are new to OSG or looking to increase their leverage of OSG. 
The IceCube Neutrino Observatory was enabled to start grid operations using resources at GLOW and 5 remote sites: 1) their workflow was re-factored with DAGs and glide-ins to access photonic data in parallel mode; 2) introduced splitting of data, caching, and multi-job cache access to reduce I/O traffic; and, 3) work is ongoing to move from prototype to production mode. 
GLUE-X was started up as a VO and is sharing usage of its resources by 5 other VOs in production. 
NanoHUB sustained its peak scale of 200-700 wall hours/day. Five separate categories of nanotechnology applications are now supported through the NanoHUB portal for jobs routed to OSG resources and the generic HUBzero interface now supports  end-user production job execution on  OSG sites.
GridUNESP in Brazil achieved full functionality with active support from the DOSAR community; end-user MPI applications were submitted through its full regional grid infrastructure and utilized OSG. 
The GEANT4 Collaboration’s EGEE-based biannual regression-testing production runs were expanded onto the OSG, assisting in its toolkit’s quality releases for BaBar, MINOS, ATLAS, CMS, and LHCb. 
Molecular dynamics simulations of mutant proteins run by CHARMM group at NHLBI/NIH and JHU were re-established on OSG using PanDA, as part of OSG-VO; and are being scaled up from 5 to 25 sites. 
In addition, we continue to actively address plans for scaling up operations of additional communities including CompBioGrid, GPN, and HCC. 
The weekly VO forum teleconferences (https://twiki.grid.iu.edu/bin/view/VirtualOrganizations /Meetings) were continued to promote regular interaction between representatives of VOs and staff members of OSG. Besides in-depth coverage of issues, these meetings continued to function as a prime avenue for shared exchanges and community building; and the attendance by a broad mix of VOs enables stakeholders assisting each other thus leading to expeditious resolution of operational issues.
We encouraged VOs to identify areas of concern, and invited discussion on issues that need improvement such as: lack of dynamic mechanisms to find and benefit from opportunistic storage availability; accounting discrepancies; exit code mismatches in Pilot-based environments; need for real-time job status monitoring; and need for more accuracy in site-level advertisement of heterogeneous sub-cluster parameters.  We also recognized the need to develop an end-to-end understanding of pre-emption and eviction policies by sites and VOs.  In the coming year, we plan additional efforts to improve these aspects of the OSG infrastructure.
[bookmark: _Toc125186360][bookmark: _Toc139127029]Engagement and Campus Grids 
[bookmark: _GoBack]During this reporting period we have seen continued growth in usage of the Open Science Grid by new users from various science domains as a direct result of the Engagement program.  We analyzed and documented our experiences in working with universities to deploy campus level CI based on OSG technology and methodologies, acquired a survey of Engage users by a third party, contributed to OSG Program Management as the area coordinator of the Engagement activities, and contributed to OSG efforts in working with large science projects such as the Southern California Earthquake Center (SCEC) and the Large Synoptic Survey Telescope (LSST). 

[bookmark: _Ref138087101]Figure 26: Two year window of CPU hours per engaged user
The Engage VO use of OSG depicted in Figure 26 represents a number of science domains and projects including: Biochemistry (Zhao, Z.Wang, Choi, Der), theoretical physics (Bass, Peterson), Information and Library Science (Bapat), Mathematics (Betten), Systems Biology (Sun), Mechanical Engineering (Ratnaswamy), RCSB Protein Data Bank (Prlic), Wildlife Research (Kjaer), Electrical Engineering (Y.Liu), Coastal Modeling (Gamiel), and PRAGMA (Androulakis). We note that all usage by Engage staff depicted here is directly related assisting users, and not related to any computational work of the Engage staff themselves. This typically involves running jobs on behalf of users for the first time or after significant changes to test wrapper scripts and probe how the distributed infrastructure will react to the particular user codes.
In February 2010, James Howison and Jim Herbsleb of Carnegie Mellon University conducted a survey of the OSG Engagement Program as part of their VOSS SciSoft research project funded by NSF grant number 0943168. The full 17 page report is available upon request, and indicates that the OSG Engagement Program is effective, helpful, and appreciated by the researchers relying on both the human relationship based assistance and the hosted infrastructure which enables their computational science. 
Figure 27 demonstrates Engage VO usage per facility spanning both the prior year and current reporting period. Usage this year totals roughly 8.5M CPU hours, representing a 340% increase over the prior year. 	

[bookmark: _Ref138087004]Figure 27: Engage VO usage by facility over previous two years
The Campus Grids team’s goal is to include as many US universities as possible in the national cyberinfrastructure.  By helping universities understand the value of campus grids and resource sharing through the OSG national framework, this initiative aims at democratizing cyberinfrastructures by providing all resources to users and doing so in a collaborative manner.
In the last year, the campus grids team concentrated on developing enabling technologies based on the cloud computing model.  Working with STAR, architecture was developed to run jobs from VOs within virtual machines customized by them. Several other groups participated in this effort. The Condor VM group offered opportunistic resources to STAR using the virtual machine universe on the GLOW campus resources. Clemson provided dedicated resources on a test cluster. STAR had previously tested the Nimbus software and run jobs on the EC2 cloud. These efforts will inform the future OSG architecture and pave the way towards integration of the cloud computing model and virtualization in particular. Currently STAR is testing a new VM technology at Clemson, accessing thousands of virtual machines running on the 8,000 cores Palmetto cluster. Some detailed reports are available on the Campus Grid wiki at: https://twiki.grid.iu.edu/bin/view/CampusGrids/WebHome.
The campus grid group also studied the CERNVM technology to investigate whether it could be used as a worker node on OSG sites - in particular on Tier-3 sites and campus grids. The conclusion is that while CERNVM provides a very nicely package appliance, it is highly geared towards the user’s desktop and not for worker nodes. However the CERNVM team is hard at work to provide a batch instance image that will directly contact the pilot job frameworks. Once such an image is developed and tested, campus grids will be able to use it at worker nodes.
A campus grid workshop was organized at University of Chicago with participants from UC, UW-Madison, Clemson, Nebraska, RENCI, LBNL, Buffalo and UCLA. The report is available at: https://twiki.grid.iu.edu/bin/view/CampusGrids/WorkingMeetingFermilab. The report highlights several architectures in use by the most prominent campus grids to date. It also highlights challenges and opportunities to extend the campus grid efforts. This report has been forwarded to the OSG council and shared with the NSF advisory committee on campus integration.
Finally, outreach to Western Kentucky University was done with a site visit to introduce the local community to the mode of operations and user engagement strategies of large computing resources. WKU is purchasing a 4,000 core cluster and planning to join OSG. The large local community is being engaged both from an IT perspective and a user perspective. Significant outreach also took place with the South Carolina School for Science and Math (GSSM), a high school with the brightest students in SC. While not a university, this proved very productive as the students brought together a cluster of 30 laptops donated by Google and built a Condor pool. Course content from Dr. Goasguen at Clemson was used to run HTC jobs. GSSM plans to incorporate Condor in its computing curriculum as well as follow Dr. Goasguen undergraduate course on distributed computing remotely. This may prove to be a viable campus grid outreach and training mechanism. 
[bookmark: _Toc125186362][bookmark: _Toc139127030]Security 
The Security team continued its multi-faceted approach to successfully meeting the primary goal of maintaining operational security, developing security policies, acquiring or developing necessary security tools and software, and disseminating security knowledge and awareness. 
During the past year, we focused our efforts on assessing the identity management infrastructure and the future research and technology directions in this area. We have organized three security workshops in collaboration with ESnet Authentication and Trust Fabric Team: 1) Living in an Evolving Identity World Workshop brought technical experts together to discuss security systems; 2) OSG Identity Management Requirements Gathering Workshop brought the VO security contacts together to discuss their security needs and requirements from OSG; and, 3) Security and Virtual Organizations Workshop, held during OSG All Hands Meeting, was a follow-up to the issues identified at the two previous workshops and brought technical experts and VOs together to discuss the current state of the security infrastructure and necessary improvements.  We conducted a detailed survey with our VO security contacts to pinpoint the problem areas and the workshop reports and the survey results are available at https://twiki.grid.iu.edu/bin/view/Security/OsgEsnetWorkshopReport.
Usability of the identity management system has surfaced as a key element needing attention. Obtaining, storing, and managing certificates by the end user have significant usability challenges and thus easy-to-use tools for the end user are a critical need. A typical end user computer lacks the native built-in support for such functions mainly because the majority of products and vendors do not heavily favor PKI as their security mechanism. For example, Google promotes OpenID and Microsoft integrates Shibboleth/SAML with their products to achieve inter-organizational identity management. Moreover, the widespread adoption of the products within the science community makes it inevitable that OSG adopts and integrates diverse security technologies with its existing middleware. 
We made solving these problems a top priority for ourselves and have started identifying both short-tem and long-term solutions. The short-term plans include quick fixes on the most urgent problems while we are working towards the long-term solutions that can restructure our security infrastructure on the basis of usability and diverse security technologies. We started working with SBGrid since they are very much affected by these problems. Our work with SBgrid since October 2009 has resulted in: a reduced number of user actions necessary to join the SBgrid and to get security credentials; finding support tools that can help with certificate management on a user desktop and browser; and, designing a new web page for certificate procurement process with a number of automated features. We sought feedback from other VOs as well as from SBGrid on these initiatives and the new certificate web site has been welcomed by all OSG VOs. 
We collaborate with the CILogon project team at NCSA, where they are implementing a Shibboleth-enabled certificate authority. This collaboration will allow us to test with a different technology and also provide easier methods for “InCommon” members to gain access to OSG.
During the last 12 months, in the area of operational security, we did not have any incidents specifically targeting the OSG infrastructure. However, we had a few tangential incidents, where a computer in OSG became compromised due to vulnerabilities found in non-grid software, such as ssh scanning attacks. Nevertheless, in order to improve our communication with our community, we started a security blog that we use as a security bulletin board. Our long-term goal is to build a security community, where each site administrator is an active contributor. 
We provide ATLAS and CMS Tier-3 sites with additional help on system-level security issues, including coverage beyond the grid-specific software. So far, we have identified two high-risk root-level kernel vulnerabilities. Although these vulnerabilities are not specific to our infrastructure or to grid computing, we included them in our advisories. We contacted each Tier-3 site individually and helped them patch and test their systems as there was a clear need for this type of support for Tier-3 sites. However, individualized care for close to 20 sites was not sustainable due to our existing effort level. As a result, we searched for automated monitoring products and found one from CERN; this software checks if a site is vulnerable against a specific threat. Our sites have requested that monitoring results from a specific site should only be accessible to that site staff and thus we worked with CERN to address this concern and recently received the enhanced software. 
As part of our support of Tier-3 sites, we started weekly phone calls with site administrators. The summaries of our meetings can be found at https://twiki.grid.iu.edu/bin/view/Security/FY10CourtesyCallLog. 
In the previous year, we had conducted a risk assessment of our infrastructure and completed contingency plans. We continued our work this past year with implementing high-priority contingency plans. A particularly important risk was a breach in the DOEGrids Certificate Authority infrastructure and we built a monitoring tool that enables the OSG team to observe anomalous activities in the DOEGrids CA infrastructure (including behaviors of registration authorities, agents and user).
To measure LHC Tier-2’s ability to respond to an ongoing incident, we conducted an incident drill covering all LHC Tier-2 sites and a LIGO site (19 sites in total). Each site has been tested one-on-one; a security team member generated a non-malicious attack and assessed sites responses. In general the sites performed very well with only a handful of sites needing minor assistance or support in implementing the correct response actions.  Our next goal is to conduct an incident drill to measure the preparedness of our user community and the VOs. 
With the help of Barton Miller of University of Wisconsin, we organized a “Secure Programming Workshop” in conjunction with the OGF. The tutorial taught the software providers the secure coding principles with hands-on code evaluation. A similar tutorial was also given at EGEE'09 conference to reach out to European software providers. Miller and his team have conducted a code-level security assessment of OSG Gratia probes and we coordinated the work to fix the identified vulnerabilities.
Work on the Grid User Management System (GUMS) for OSG, which provides ID and authorization mapping at the sites, has entered a new stage, focusing on better testing, packaging, ease of maintenance and installation. This will result in synchronizing the upgrade cycle of this product with release cycle of OSG Virtual Data Toolkit (VDT).
[bookmark: _Toc125186363][bookmark: _Toc139127031]Metrics and Measurements 
OSG Metrics and Measurements strive to give OSG management, VOs, and external entities quantitative details of the OSG Consortium’s growth throughout its lifetime.  The recent focus was maintenance and stability of existing metrics projects, as well as the new “OSG Display” built for the DOE.
The OSG Display (http://display.grid.iu.edu) is a high-level, focused view of several important metrics demonstrating the highlights of the consortium.  It is meant to be a communication tool that can provide scientifically-savvy members of the public a feel for what services the OSG provides.  We expect to start increasing the visibility of this website in July 2010.
The OSG Metrics area converted all of its internal databases and displays to the Gratia accounting system.  This removes a considerable amount of legacy databases and code from the OSG’s “ownership,” and consolidates metrics upon one platform.  We are currently finishing the transition of all of the metrics web applications to the OSG GOC, eliminating and freeing OSG Metrics effort for other activities.  Continued report tasks include metric thumbnails, monthly eJOT reports, and the CPU normalization performance table.  This year, we have produced an updated “Science Field” report classifying OSG usage by science field.  We envision transitioning these personnel to more developer-oriented tasks throughout the remainder of the project.
The new “science field” report was created in response a request from the OSG consortium members, specifically the owners of large sites.  It categorizes the large majority of OSG CPU usage by the science domain (physics, biology, computer science, etc) of the application.  While this is simple for VOs within a single domain (LHC VOs), it is difficult for community VOs containing many diverse users, such as HCC or Engage.  The current solution is a semi-manual process, which we are working on automating.  This analysis (Figure 28) shows a dramatic increase in the non-HEP usage over the past 12 months.

[bookmark: _Ref138087339]Figure 28: Monthly non-HEP Wall hours for different science fields
The OSG Metrics team continues to perform as the liaison to the Gratia accounting project, maintaining a close working relationship.  We have worked to implement service state accounting, allowing the OSG to record the historical status of batch systems.  OSG Operations deployed a new Gratia hardware setup this year, and Metrics has worked to provide feedback on different issues as they have arisen.  This collaboration has been important as the LHC turn-on greatly increased the number of transfer records collected; collaborating with the storage area, we have re-written the dCache transfer probe to reduce the number of records necessary by an order of magnitude.  Overall, OSG transfer accounting covers more storage element technologies compared to the previous year. 
For non-accounting data, OSG Metrics has delivered a new monitoring probe to verify the consistency of the OSG Information Services.  The new monitoring probe is a piece of the OSG site monitoring framework (RSV).  For FY10, we planned to incorporate the network performance monitoring data into our set of metrics, but this item has been delayed due to the new OSG Display deliverable.
The Metrics area continues to be heavily involved with the coordination of WLCG-related reporting efforts.  Items continued from last year include installed capacity reporting, upgrading of the reports to a new, WLCG-specific, benchmark, and transferring of accounting data from the OSG to the WLCG.  Each month, the automated WLCG-related accounting is reviewed by OSG Metrics personnel.
[bookmark: _Toc125186364][bookmark: _Toc139127032]Extending Science Applications 
In addition to operating a facility, the OSG includes a program of work that extends the support of Science Applications both in terms of the complexity as well as the scale of the applications that can be effectively run on the infrastructure.  We solicit input from the scientific user community both as it concerns operational experience with the deployed infrastructure, as well as extensions to the functionality of that infrastructure.  We identify limitations, and address those with our stakeholders in the science community.  In the last year, the high level focus has been threefold: (1) improve the scalability, reliability, and usability as well as our understanding thereof; (2) evaluate new technologies, such as GRAM5 and CREAM, for adoption by OSG; and (3) improve the usability of our Work Load Management systems to enable broader adoption by non-HEP user communities.
We continued with our previously established processes designed to understand and address the needs of our primary stakeholders: ATLAS, CMS, and LIGO. The OSG has designated certain members (sometimes called senior account managers) of the executive team to handle the interface to each of these major stakeholders and meet, at least quarterly, with their senior management to go over their issues and needs.  Additionally, we document the stakeholder desired worklists from OSG and crossmap these requirements to the OSG WBS; these lists are updated quarterly and serve as a communication method for tracking and reporting on progress.
[bookmark: _Toc125186365][bookmark: _Toc139127033]Scalability, Reliability, and Usability 
As the scale of the hardware that is accessible via the OSG increases, we need to continuously assure that the performance of the middleware is adequate to meet the demands.  There were three major goals in this area for the last year and they were met via a close collaboration between developers, user communities, and OSG.
At the job submission client level, the goal is 30,000 jobs running simultaneously from a single client installation, and achieving in excess of 95% success rate while doing so.  The job submission client goals were met in collaboration with CMS, Condor, and DISUN, using glideinWMS.  This was done in a controlled environment, using the “overlay grid” for large scale testing on top of the production infrastructure developed the year before.  To achieve this goal, Condor was modified to drastically reduce the number of ports used for its operation. The glideinWMS is also used for production activities in several scientific communities, the biggest being CMS, CDF and HCC, where the job success rate has constantly been above the 95% mark.
At the storage level, the present goal is to have 50Hz file handling rates with hundreds of clients accessing the same storage area at the same time, and delivering at least 1Gbit/s aggregate data throughput. The BeStMan SRM with HadoopFS has shown to scale to about 100Hz with 2000 clients accessing it concurrently. It can also handle in the order of 1M files at once, with directories containing up to 50K files at once. There was no major progress on the dCache based SRM and we never exceeded 10Hz in our tests. On the throughput front, we achieved a sustained throughput of 15 Gbit/s over wide area network using BeStMan and FTS.
At the functionality level, this year’s goal was to evaluate new Gatekeeper technologies in order to replace the Globus preWS Gatekeeper (GRAM2) currently in use on OSG. This is particularly important due to the fact that Globus has deprecated the WS Gatekeeper (GRAM4) that was supposed to be the successor of the preWS method which had been tested in OSG over the past years. The chosen candidates to replace GRAM2 are Globus GRAM5, INFN CREAM and Nordugrid ARC. In the past year, GRAM5 and CREAM have been tested and seem to be a big step forward compared to GRAM2. OSG has taken the initial steps to get these integrated into its software stack. ARC testing has also started, but no results are yet available.
In addition, we have continued to work on a number of lower priority objectives: 
A package containing a framework for using Grid resources for performing consistent scalability tests against centralized services, like CEs and SRMs. The intent of this package is to quickly “certify” the performance characteristics of new middleware, a new site, or deployment on new hardware, by using thousands of clients instead of one. Using Grid resources allows us to achieve this, but requires additional synchronization mechanisms to perform in a reliable and repeatable manner.
A package to monitor a certain class of processes on the tested nodes. Existing tools typically only measure system wide parameters, while we often need the load due to a specific class of applications. This package offers exactly this functionality in an easy to install fashion.
We have been involved in tuning the performance of BeStMan SRM by performing a configuration sweep and measuring the performance at each point. 
We have been evaluating the capabilities of a commercial tool, namely CycleServer, to both submit to and to monitor Condor pools. Given that Condor is at the base of much of OSG infrastructure, having a commercially supported product could greatly improve the usability of OSG. The evaluation is still in progress.  
We have been working with CMS to understand the I/O characteristics of CMS analysis jobs. We helped by providing advice and expertise, Changes have been made to all layers of the software stack to improve the management of data I/O and computation. This work has  resulted in improved CPU efficiencies of CMS software on OSG sites.
We have been involved with other OSG area coordinators in reviewing and improving the user documentation. The resulting improvements are expected to increase the usability of OSG for both the users and the resource providers.
[bookmark: _Toc125186366][bookmark: _Toc139127034]Workload Management System 
As in the previous year, the primary goal of the OSG Workload Management System (WMS) effort was to provide a flexible set of software tools and services for efficient and secure distribution of workload among OSG sites. In addition to two Condor-based suites of software previously utilized in OSG, Panda and glideinWMS, the OSG Match Maker (based directly on Condor) has reached significant usage level. The OSG Match Maker was developed to address the needs of users who need automated resource provisioning across multiple facilities managed by OSG, while using the Condor front-end for job submission.
The Panda system continued to be supported by OSG as a crucial infrastructure element of the ATLAS experiment at LHC, as we entered the critically important period of data taking and processing. With more experience in continuously operating Panda itself as well as a suite of monitoring services, we gained better insight into the direction of the Panda monitoring upgrade, choice of technologies and integration options. We have created a prototype of an upgraded Panda monitor based on a modern technology platform (framework-based web service as a data source, and a rich AJAX-capable client). Migration to this application will allow us to greatly reduce the amount of application code, separate data preparation from presentation, facilitate integration with external systems, leverage open source for tools such as authentication and authorization mechanisms, and provide a richer and more dynamic user experience.
This reporting period saw continued utilization of Panda by the CHARMM collaboration working in the field of structural biology. We have also completed Panda setup for the BNL research group active in Daya Bay and LBNE (DUSEL) neutrino experiments and have started test runs of their Monte Carlo simulation software.
The ITB (Integration Testbed) activity in OSG has benefited from using Panda, which allows site administrators to automate test job submission and monitoring and have test results documented via Panda logging mechanism and transmitted to any specific location for analysis.
With the glideinWMS system, we continued stable operation across global large-scale resources of the CMS experiment (with an instance hosted at FNAL), and deployed a newer version capable of serving multiple virtual organizations from a single instance (these include CMS, HCC and GLOW/IceCube) at UCSD. There have been important improvements of the glideinWMS security model, as well as added support for NorduGrid and CREAM. Work continued on improvements in documentation, installation, scalability, diagnostics and monitoring areas. During the reporting period, there was a collaborative effort with the Corral/Pegasus project (workflow management system), and glideinWMS has been deployed by SBGrid team (structural biology). We also continued the maintenance of the gLExec (user ID management software), as a project responsibility.
One of the issues we had in the previous reporting period, the lack of awareness of potential entrants to OSG of capabilities and advantages of OSG Workload Managements Systems, was addressed by creation of a document which contains comparative analysis of features and characteristics of the systems used, such as depth of monitoring provided and ease of installation and maintenance.
An important challenge that will need to be addressed is the impact of pilot-based systems (with Panda and glideinWMS squarely in this category) on reporting resource usage and this affects accounting and metrics. The problem lies in the pilot and its payload running either concurrently or sequentially, with potentially a few jobs tied to a pilot, and the optional switch of identity while execution takes place (such is the case with gLExec). The work on solution to this accounting problem is starting now.
The WMS program will continue to be important for the science community and OSG.  First, Workload Management Systems supported by OSG continue to be a key enabling factor for large science projects such as ATLAS and CMS. Second, OSG continues to draw new entrants who benefit greatly by leveraging stable and proven work load management systems for access to opportunistic resources.  
[bookmark: _Toc139127035]Condor Collaboration 
The OSG software platform includes Condor, a high throughput computing system developed by the Condor Project. Condor can manage local clusters of computers, dedicated or cycle scavenged from desktops or other resources, and can manage jobs running on both local clusters and delegated to remote sites via Condor itself, Globus, CREAM, and other systems.  
The Condor Team collaborates closely with OSG and provides new releases and ongoing technical support for the OSG stakeholders.  In addition the Condor team provides collaboration forums for the OSG community to enable shared learning.
Release Condor
This activity consisted of the ongoing work required to have regular new releases of Condor. Creating quality Condor releases at regular intervals required significant effort. New releases fixed known bugs; supported new operating system releases (porting); supported new versions of dependent system software and hardware; underwent a rigorous quality assurance and development lifecycle process (consisting of a strict source code management, release process, and regression testing); and received updates to the documentation.
From July 2009 through May 2010, the Condor team made 10 releases of Condor, with at least one more release planned before the end of June 2010.  During this time, the Condor team created and code-reviewed 148 publicly documented bug fixes. Condor ports are maintained and released for 5 non-Linux operating systems as well as 10 ports for different Linux distributions.
We continued to invest significant effort to improve our automated test suite in order to find bugs before our users do, and continued our efforts to maximize our leverage of the NMI Build and Test facility and the Metronome framework.[footnoteRef:1] The number of automated builds we perform via NMI averages over 70 per day, and the ratio of failed builds to successful builds has improved. This allows us to better meet our release schedules by alerting us to problems in the code or a port as early as possible. We currently perform approximately 45,000 tests per day on the current Condor source code snapshot (see Figure 29). [1: 	See http://nmi.cs.wisc.edu/ for more about the NMI facility and Metronome.] 


[bookmark: _Ref138351013]Figure 29: Number of daily automated regression tests performed on the Condor source

In the course of performing our Condor release activities, in a typical month we:

Released a new version of Condor to the public
Performed over 200 commits to the codebase (see Figure 30)
Modified over 350 source code files
Changed over 12,000 lines of code (Condor source code written at UW-Madison now sits about 760,000 lines of code)
Compiled about 2,300 builds of the code for testing purposes
Ran about 1.3 million regression tests (both functional and unit)

[bookmark: _Ref138351096]Figure 30: Number of code commits made per month to Condor source repository
Support Condor
Users received support directly from project developers by sending email questions or bug reports directly to the condor-admin@cs.wisc.edu email address. All incoming support email was tracked by an email-based ticket tracking system running on servers at UW-Madison. From July 2009 through May 2010, over 1,800 email messages were exchanged between the project and users towards resolving 1,285 support incidents (see Figure 31). 


[bookmark: _Ref254780688]Figure 31: Number of tracked incidents and support emails exchanged per month
The Condor team provides on-going support through regular phone conferences and face-to-face meetings with OSG collaborations that use Condor in complex or mission-critical settings. This includes monthly meetings with USCMS, weekly teleconferences with ATLAS, and biweekly teleconferences with LIGO. The Condor team uses an email-based issue tracking system to organize longer term support work; over the last year this system has been used to manage 35 issues with LIGO, resolving 15 of them.  The Condor team also uses a web page system to track ongoing issues. This web system is tracking 16 issues associated with ATLAS (of which 10 are resolved), 42 issues associated with CMS (of which 27 are resolved), 51 issues associated with LIGO (of which 21 are resolved), and 9 for other OSG users (of which 6 are resolved).
Condor Week 2010 Event
The Condor team organized a four-day meeting “Paradyn/Condor Week 2010” at UW-Madison in April 2010. About 40 presentations, tutorials, and discussions were available to the approximately 100 registered participants. The participants came from academia, government, and industry. For example, presentations were made by attendees from Argonne National Laboratory, Brookhaven National Laboratory, Fermi National Laboratory, Aruba Networks, Bank of America, Cycle Computing, Microsoft, Red Hat, Clemson University, Indiana University, Louisiana State University, Marquette University, Northeastern University, Purdue University, University of California, University of Nebraska, and University of Notre Dame.  Talks were given by Condor project members, as well as presentations from members of the Condor user community sharing how they leveraged Condor at their institutions in order to improve the quality and quantity of their computing. The agendas and many of the presentations are available at http://www.cs.wisc.edu/condor/CondorWeek2010/.
Condor Week 2010 provided us an opportunity to meet users, learn what they do, and understand what they need from Condor. The event was not widely advertised or promoted, as we aimed it towards keenly engaged members of the Condor community. We did not want enrollment to surpass 120 due to facility limitations and also to keep a level of intimacy during plenary sessions. It was an invaluable experience both for us and the users.
[bookmark: _Toc139127036][bookmark: _Toc125186367]High Throughput Parallel Computing
With the advent of 4- and soon 16-core CPUs packaged in commodity CPU systems, OSG stakeholders have shown an increased interest in computing that combines small scale parallel applications with large scale high throughput capabilities, i.e. ensembles of independent jobs, each using 8 to 64 tightly coupled processes. The OSG “HTPC” program is funded through a separate NSF grant to evolve the technologies, engage new users, and support the deployment and use of these applications.
The work is in its early stages. However, there have been some useful application running to date and even submitted publications.
The focus of the program has been to:
Bring the MPI and other specific libraries from the client to the remote executive site as part of the job – thus removing the dependence on the different libraries invariably found on different sites.
Adapt applications to only use the number of cores available on a single CPU.
Extend the OSG information services to advertise support for HTPC jobs.
To date chemistry applications have been run across 6 sites – Oklahoma, Clemson, Purdue, Wisconsin, Nebraska and UCSD. The work is being watched closely by the HTC communities who are interested in taking advantage of multi-core while not adding a dependency on MPI. Challenges remain in all the above areas as well as adapting the OSG accounting, troubleshooting and monitoring systems to work well with this new job paradigm.

Figure 32: Chemistry Usage of HPTC (reported at May 2010 Condor meeting)

[bookmark: _Toc139127037]Internet2 Joint Activities 
Internet2 collaborates with OSG to develop and support a suite of tools and services that make it easier for OSG sites to support its widely distributed user community. Identifying and resolving performance problems continues to be a major challenge for OSG site administrators.  A complication in resolving these problems is that lower than expected performance can be caused by problems in the network infrastructure, the host configuration, or the application behavior.  Advanced tools can quickly isolate problem(s) and will go a long way toward improving the grid user experience and making grids more useful to science communities.
In the past year, Internet2 has worked with OSG software developers to update the advanced network diagnostic tools already included in the VDT software package. These client applications allow VDT users to verify the network performance between end site locations and perfSONAR-based servers deployed on the Internet2 and ESnet backbones by allowing on-demand diagnostic tests to be run. The tools enable OSG site administrators and end users to test any individual compute or storage element in the OSG environment thereby reducing the time it takes to diagnose performance problems. They allow site administrators to more quickly determine if a performance problem is due to network specific problems, host configuration issues, or application behavior.
In addition to deploying client tools via the VDT, Internet2 staff, working with partners in the US and internationally, have continued to support and enhance a simple live-CD distribution mechanism for the server side of these tools (perfSONAR-Performance-Toolkit).  This bootable CD allows an OSG site-admin to quickly stand up a perfSONAR-based server to support the OSG users.  These perfSONAR hosts automatically register their existence in a distributed global database, making it easy to find new servers as they become available.
These servers provide two important functions for the OSG site-administrators.  First they provide an end point for the client tools deployed via the VDT package.  OSG users and site-administrators can run on-demand tests to begin troubleshooting performance problems.  The second function they perform is to host regularly scheduled tests between peer sites.  This allows a site to continuously monitor the network performance between itself and the peer sites of interest.  The US-ATLAS community has deployed perfSONAR hosts and is currently using them to monitor network performance between the Tier-1 and Tier-2 sites. Internet2 attends weekly USATLAS calls to provide on-going support of these deployments, and has come out with regular bug fixes. Finally, on-demand testing and regular monitoring can be performed to both peer sites and the Internet2 or ESNet backbone network using either the client tools, or the perfSONAR servers.  Internet2 will continue to interact with the OSG admin community to learn ways to improve this distribution mechanism.
Another key task for Internet2 is to provide training on the installation and use of these tools and services.  In the past year Internet2 has participated in several OSG site-admin workshops, the annual OSG all-hands meeting, and interacted directly with the LHC community to determine how the tools are being used and what improvements are required.  Internet2 has provided hands-on training in the use of the client tools, including the command syntax and interpreting the test results.  Internet2 has also provided training in the setup and configuration of the perfSONAR server, allowing site-administrators to quickly bring up their server.  Finally, Internet2 staff has participated in several troubleshooting exercises; this includes running tests, interpreting the test results and guiding the OSG site-admin through the troubleshooting process.
[bookmark: _Toc125186368][bookmark: _Toc139127038]ESNET Joint Activities 
OSG depends on ESnet for the network fabric over which data is transferred to and from the Laboratories and to/from LIGO Caltech (by specific MOU). ESnet is part of the collaboration delivering and supporting the perfSONAR tools that are now in the VDT distribution. OSG makes significant use of ESnet’s collaborative tools with telephone and video meetings. And ESnet and OSG are planning the collaborative testing of the 100Gigabit network testbed as it becomes available in the future.
OSG is the major user of the ESnet DOE Grids Certificate Authority for the issuing of X509 digital identity certificates for most people and services participating in OSG. Registration, renewal and revocation are done through the OSG Registration Authority (RA) and ESnet provided web interfaces. ESnet and OSG collaborate on the user interface tools needed by the OSG stakeholders for management and reporting of certificates.  The numeric distribution for the currently valid DOEGrids certificates across institutions is shown below:

	Community
	Personal Certificates
	Service Certificates

	
	Number of certificates

	All
	2825
	8308

	.edu
	1369
	3211

	.gov
	907
	4749

	Other
	549
	348

	
	
	

	
	Number of institutions

	.edu
	140
	66

	.gov
	15
	10



OSG and ESnet are implementing features of COO and contingency plans to make certificates and CA/RA operations more robust and reliable by replication and monitoring.  We also partner as members of the identity management accreditation bodies in America (TAGPMA) and globally (International Grid Trust Federation, IGTF).
OSG and ESnet jointly organized a workshop on Identity Management in November 2009 with two complementary goals: (1) To look broadly at the identity management landscape and evolving trends regarding identity in the web arena and (2) to gather input and requirements from the OSG communities about their current issues and expected future needs.  A main result of the analysis of web-based technologies is the ability to delegate responsibility, which is essential for grid computing, is just beginning to be a feature of web technologies and still just for interactive timescales.  A significant result from gathering input from the users is that the communities tend to either be satisfied with the current identity management functionality or are dissatisfied with the present functionality and see a strong need to have more fully integrated identity handling across the range of collaborative services used for their scientific research.  The results of this workshop and requirements gathering survey are being used to help plan the future directions for work in this area with two main thrusts being improvements to the registration process and closer integration between web and command line services.  More details are included in the Security section of this report.
There is currently an effort underway lead by Mike Helm of ESnet to help and encourage DOE laboratories to use the Shibboleth identity federation technology and to join the InCommon Federation as a way to provide more efficient and secure network access to scientific facilities for the widely distributed user communities located at universities as well as laboratories.  Technical discussions of issues particular to DOE laboratories are carried out on the Science Federation Google group as well as a demonstration collaborative web space at confluence.scifed.org.  This activity is of great interest to OSG as it leads to the next stage in the evolution of secure network identity credentials.
[bookmark: _Toc125186369]

[bookmark: _Toc139127039]Training, Outreach and Dissemination
[bookmark: _Toc203898428][bookmark: _Toc248132432][bookmark: _Toc248132477][bookmark: _Toc125186370][bookmark: _Toc139127040]Training and Content Management 
Starting in August 2009, OSG began an evolution of its Education and Training area from a combination of general grid technology education and more specific training toward a focus on training in creation and use of grid technologies.  This shift and reduction in scope in education and training was undertaken to reduce the staffing level and to accommodate an increase in effort needed to improve the quality and content relevancy of our documentation and training material.  
Consistent with the change in focus, Content Management has been added to the area with the realization that improved documentation forms the basis for improved training.  A study of OSG documentation involved interviews of 29 users and providers of OSG documentation and subsequent analysis of the results to produce recommendations for improvement.  These study recommendations were reviewed and analyzed in a two-day workshop of relevant experts.  The implementation of those recommendations began in October, 2009 and is continuing through 2010.
The Content Management project has defined a collaborative process for managing production of high-quality documentation, defined document standards and templates, reviewed and identified documents for improvement or elimination, and begun reorganization of documentation access by user role.  The new process includes ownership of each document, a formal review of new and modified documents, and testing of procedural documents.  Over 70% of the official documents for users, system administrators, Virtual Organization management and others are now in the new process.  Documents related to storage and those targeted at scientific users have been reorganized, rewritten, and most will be reviewed and in production by the end of June.
The OSG Training program brings domain scientists and computer scientists together to provide a rich training ground for the engagement of students, faculty and researchers in learning the OSG infrastructure, applying it to their discipline and contributing to its development.
During 2009, OSG sponsored and conducted training events for students and faculty.  Training organized and delivered by OSG in the last year is identified in the following table: 
	Workshop
	Length
	Location
	Month

	Site Administrators Workshop
	2 days
	Indianapolis, IN
	Aug. 2009

	Grid Colombia Workshop
	2 weeks
	Bogota, Colombia
	Oct., 2009

	Grid Colombia Workshop
	11 days
	Bucaramanga, Colombia
	Mar., 2010


The two OSG workshops in Colombia have been part of the initial steps of the Grid Columbia project in which 11 universities (hosting more than 100,000 students and 5,000 faculty members) are involved in the creation of a National Grid.  The workshops provided technical training and hands-on experience in setting up and managing grids.
OSG staff also participated as keynote speakers, instructors, and/or presenters at three venues this year as detailed in the following table:

	Venue
	Length
	Location
	Month

	International Summer School on Grid Computing
	2 weeks
	Nice, France
	July, 2009

	IX DOSAR Workshop
	3 days
	Pilanesburg, South Africa
	April, 2010

	Grace Hopper Conference 09
	4 days
	Tucson, AZ
	Oct., 2009



OSG was a co-organizer of the International Summer School on Grid Computing (ISSGC09).  The OSG Education team arranged sponsorship (via NSF grant 0936102) for US-based students to attend this workshop; we selected and prepared ten US students who participated in the school.  In addition, OSG staff provided direct contributions to the International Grid School by attending, presenting, and being involved in lab exercises, development, and student engagement.
[bookmark: _Toc203898429][bookmark: _Toc203898430][bookmark: _Toc203898431][bookmark: _Toc248132433][bookmark: _Toc248132478][bookmark: _Toc125186371][bookmark: _Toc139127041]Outreach Activities
[bookmark: _Toc203898435]We present a selection of the activities in the past year:
Joint EGEE and OSG Workshop at the High Performance and Distributed Computing (HPDC 2009): “Workshop on Monitoring, Logging and Accounting, (MLA) in Production Grids. http://indico.fnal.gov/conferenceDisplay.py?confId=2335 
The NSF Task Force on Campus Bridging (Miron Livny, John McGee)
Software sustainability (Miron Livny, Ruth Pordes)
HPC Best Practices Workshop (Alain Roy).
Member of the Network for Earthquake Engineering Simulation Project Advisory Committee (Ruth Pordes)
Member of the DOE Knowledge Base requirements group (Miron Livny)
In the area of international outreach, we continued activities in South America and maintaining our connection to the completed site in South Africa. OSG staff conducted a grid training school in Colombia with information about the services needed to build their own infrastructure.
OSG was a co-sponsor of the International Summer School on Grid Computing in France (http://www.issgc.org/). OSG sponsored 10 students to attend the 2-week workshop, provided a key-note speaker and 3 teachers for lectures and hands-on exercises. 6 of the students have responded to our follow up queries and are continuing to use CI – local, OSG, TG.
Continued co-editorship of the highly successful International Science Grid This Week newsletter, www.isgtw.org.  OSG is very appreciative that DOE and NSF have been able to supply funds matching to the European effort starting in January 2009. A new full time editor was hired effective July 2009. Future work will include increased collaboration with TeraGrid.
Presentations at the online International Winter School on Grid Computing
http://www.iceage-eu.org/iwsgc10/index.cfm 
[bookmark: _Toc203898441][bookmark: _Toc248132434][bookmark: _Toc248132481][bookmark: _Toc125186372][bookmark: _Toc139127042]Internet dissemination
OSG co-sponsors the weekly electronic newsletter called International Science Grid This Week (http://www.isgtw.org/); this is a joint collaboration with GridTalk, a European project affiliated with Enabling Grids for EScience (EGEE). Additional contributions come from the Department of Energy’s ASCR and HEP. The newsletter has been very well received, having published 178 issues with subscribers totaling approximately 6,068, an increase of over 27% in the last year. This newsletter covers scientific research enabled through application of advanced computing, with an emphasis on distributed computing and cyber infrastructure. In the last year, due to increased support from NSF and DOE, we were able to hire a full-time US editor with the time and expertise to develop and improve the publication. This in turn improved our ability to showcase US contributions.  
In addition, the OSG has a web site, http://www.opensciencegrid.org, intended to inform and guide stakeholders and new users of the OSG. As a part of that website, we solicit and publish research highlights from our stakeholders; research highlights for the last year are accessible via the following links:
Case Study - Einstein@OSG
Einstein@Home, an application that uses spare cycles on volunteers' computers, is now running on the OSG.  March 2010
PEGrid gets down to business
Grid technology enables students and researchers in the petroleum industry.  January 2010
Linking grids uncovers genetic mutations
Superlink-online helps geneologists perform compute-intensive analyses to discover disease-causing anamolies.  August 2009
Grid helps to filter LIGO’s data
Researchers must process vast amounts of data to look for signals of gravitational waves, minute cosmic ripples that carry information about the motion of objects in the universe.  August 2009 
Grid-enabled virus hunting
Scientists use distributed computing to compare sequences of DNA in order to identify new viruses.  June 2009
The abovementioned research highlights and those published in prior years are available at http://www.opensciencegrid.org/About/What_We%27re_Doing/Research_Highlights.

[bookmark: _Toc125186373][bookmark: _Toc139127043]
Participants 
[bookmark: _Toc125186374][bookmark: _Toc139127044]Organizations
The members of the Council and List of Project Organizations
Boston University
Brookhaven National Laboratory
California Institute of Technology
Clemson University
Columbia University
Distributed Organization for Scientific and Academic Research (DOSAR)
Fermi National Accelerator Laboratory
Harvard University (Medical School)
Indiana University
Information Sciences Institute (USC)
Lawrence Berkeley National Laboratory
Purdue University
Renaissance Computing Institute
Stanford Linear Accelerator Center (SLAC)
University of California San Diego
University of Chicago
University of Florida
University of Illinois Urbana Champaign/NCSA
University of Nebraska – Lincoln
University of Wisconsin, Madison
University of Buffalo (council)
US ATLAS
US CMS
STAR
LIGO
CDF
D0
Condor
Globus

[bookmark: _Toc125186375][bookmark: _Toc139127045]Partnerships and Collaborations
The OSG continues its relaiance on external project collaborations to develop the software to be included in the VDT and deployed on OSG. These collaborations include: Community Driven Improvement of Globus Software (CDIGS), SciDAC-2 Center for Enabling Distributed Petascale Science (CEDPS), Condor, dCache collaboration, Data Intensive Science University Network (DISUN), Energy Sciences Network (ESNet), Internet2, National LambdaRail (NLR), BNL/FNAL Joint Authorization project, LIGO Physics at the Information Frontier, Fermilab Gratia Accounting, SDM project at LBNL (BeStMan), SLAC Xrootd, Pegasus at ISI, U.S. LHC software and computing.
OSG also has close working arrangements with “Satellite” projects, defined as independent projects contributing to the OSG roadmap, with collaboration at the leadership level. Four new satellite projects are:
High Throughput Parallel Computing (HTPC) on OSG resources for an emerging class of applications where large ensembles (hundreds to thousands) of modestly parallel (4- to ~64- way) jobs.
Application testing over the ESnet 100-Gigabit network prototype, using the storage and compute end-points supplied by the Magellan cloud computing at ANL and NERSC.
CorralWMS to enable user access to provisioned resources and “just-in-time” available resources for a single workload integrate and build on previous work on OSG's GlideinWMS and Corral, a provisioning tool used to complement the Pegasus WMS used on TeraGrid. 
VOSS: “Delegating Organizational Work to Virtual Organization Technologies: Beyond the Communications Paradigm” (OCI funded, NSF 0838383)
Two joint proposals between members of the OSG and TeraGrid have been submitted to NSF:
ExTENCI: Extending Science Through Enhanced National Cyberinfrastructure
CI-TEAM: Cyberinfrastructure Campus Champions (CI-CC)
The European EGEE infrastructure has transitioned to several separate projects in March 2010. We have several joint EGEE-OSG-WLCG technical meetings a year. At the last one in December 2009 the following list of existing contact points/activities was revisiting in the light of organizational changes:
Continue within EGI-InSPIRE. The EGI Helpdesk (previously GGUS) will continue being run by the same team.
Grid Operations Center ticketing systems interfaces.
Security Incident Response.
Joint Monitoring Group (MyOSG, MyEGEE). MyEGI development undertaken by CERN (on behalf of EGI-InSPIRE) will establish relationship with IU.
Interoperations (possibly including Interoperability) Testing.
Software Security Validation. [Security Vulnerability Group continues inc. EMI]
Joint Operations meetings and collaboration [May stop naturally].
Joint Security Policy Group. [Security Policy Group]
IGTF.
Infrastructure Policy Working Group. [European e-Infrastructure Forum as well]
Middleware Security Working Group. [Software Security Group - EGI - EMI representation]
Dashboards. [HUC EGI-InSPIRE]
In the context of the WLCG Collaboration

WLCG Management Board.
WLCG Grid Deployment Board.
WLCG Technical Forum.
Accounting Gratia-APEL interfaces.
MyOSG-SAM interface [Exchange/Integration of OSG monitoring records].
Xrootd collaboration and support.
European Middleware Initiative
Storage Resource Manager (SRM) specification, interfaces and testing.
dCache.org collaboration. 
Glexec 
Authorization projects.
OGF Production Grid Infrastructure Working Group. 
Virtual Data Toolkit support and Engineering Management Team.
Joint activities with TeraGrid are summarized in Table 5.
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	Task Mission/Goals
	OSG Owner
	TG Owner
	Stage

	OSG & TG Joint Activity Tracking and Reporting
	Chander Sehgal
	Tim Cockerill
	Active

	iSGTW continuation and joint support plan; proposal for US based contributions
	Judy Jackson
	Elizabeth Leake
	Planning

	Resource Allocation Analysis and Recommendations
	Miron Livny, Chander Sehgal
	Kent Milfeld
	Planning

	Resource Accounting Inter-operation and Convergence Recommendations
	Phillip Canal, Brian Bockelman
	Kent Milfeld, David Hart
	Planning

	Explore how campus outreach and activities can be coordinated
	John McGee, Ruth Pordes
	Kay Hunt, Scott Lathrop
	Active

	SCEC Application to use both OSG & TG
	John McGee, Mats Rynge
	Dan Katz
	Active

	Joint Middleware Distributions (Client side)
	Alain Roy
	Lee Liming, J.P. Navarro
	Active

	Security Incidence Response
	Mine Altunay, Jim Barlow
	Jim Marsteller, Von Welch
	Active

	Workforce Development
	Ruth Pordes, Miron Livny
	John Towns, Scott Lathrop
	Planning

	Joint Student Activities (e.g. TG conference, summer schools, etc.)
	David Ritchie, Jim Weichel
	Scott Lathrop, Laura McGiness
	Active

	Infrastructure Policy Group (run by Bob Jones, EGEE)
	Ruth Pordes, Miron Livny
	J.P. Navarro, Phil Andrews
	Active


[bookmark: _Toc203898442][bookmark: _Toc248290609][bookmark: _Toc203898451][bookmark: _Toc203898452][bookmark: _Toc248290610][bookmark: _Toc248290611][bookmark: _Toc248290612][bookmark: _Toc248290613][bookmark: _Toc248290614][bookmark: _Toc248290615][bookmark: _Toc248290616][book