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Case Study: Einstein@OSG
	For over five years, volunteers have been lending their computers’ spare cycles to the Laser Interferometer Gravitational Wave Observatory (LIGO) and GEO-600 projects via the BOINC application Einstein@Home. Now a new application wrapper, dubbed “Einstein@OSG,” brings the application to the Open Science Grid.
Today, although Einstein@OSG has been running for only six months, it is already the top contributor to Einstein@Home, processing about 10 percent of jobs.
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A screenshot of the Einstein@Home screensaver.
Image courtesy of Einstein@Home.


“The Grid was perfectly suitable to run an application of this type,” said Robert Engel, lead developer and production coordinator for the Einstein@OSG project. “BOINC would benefit from every single CPU that we would provide for it. Increasing the number of CPUs by 1000 really results in 1000 times more science getting done.”
Getting Einstein@Home to run on a grid was not without difficulties. Normally, a volunteer would download and install the application. The application would constantly download data, analyze it, and then return the results. In short, each instance of Einstein@Home has a permanent home on a volunteer’s computer.
The same process would not work on the Grid. Grid jobs cannot run indefinitely, so each instance of Einstein@OSG was given a time limit.  “Once the time limit is up, the Einstein@Home application exits, followed by the Einstein@OSG application, which will save all results to an external storage location,” Engel explained. “The next time Einstein@OSG starts, it likely starts on a different cluster node which may use a different architecture.”
Next, the Einstein@OSG application detects changes in the environment, such as the architecture, location, version of software, or network connectivity, and then compiles any missing software ‘on-the-fly.’ After a final check to verify that all requirements for Einstein@Home are met, it starts up. The results from the previous run are loaded from the remote storage location, and Einstein@Home picks up where it left off.

An application on a grid will encounter software and hardware issues much more frequently than a desktop application such as Einstein@Home, according to Engel. This is because grids are much more complex, and deal with an extremely high volume of jobs.
Because the average Einstein@Home user will only encounter an error every couple of months, it’s practical for her to handle the error manually. With Einstein@OSG running on up to 10,000 cores, however, there are errors every couple of minutes. Fixing these manually simply isn’t practical, so Einstein@OSG eventually automated the process.
“It was only because of that mechanism that we were able to scale up,” Engel said. “A computer never gets tired looking for errors and fixing them, unlike me, who likes to sleep at night and spend time with his family.”
Before Engel began work on Einstein@OSG, he was a member of a team led by Thomas Radke at the Max Planck Institute for Gravitational Physics. Radke’s team created a wrapper for Einstein@Home compatible with the German Grid Initiative (D-Grid) in 2006. Part of Engel’s contribution was the design of a user interface that allows one person to effectively monitor and control thousands of Einstein@Home applications.
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The number of clusters running on Einstein@OSG is plotted on the horizontal axis; the total number of CPU cores across all clusters is plotted on the vertical axis. The rectangles each represent one week between June 2009 and February 2010. The color indicates how much work was accomplished that week, ranging from blue (the least) to red (the most). Note that the dates of three arbitrarily chosen weeks are written in white to illustrate how over time, the amount of work as well as the number of clusters and cores has increased.
Image courtesy of Einstein@OSG.
	“Back then it consisted of a command line tool that would summarize all activities on the Grid on a single terminal page,” Engel said. Now the tool records activities and uses that historical data to create error statistics. Those and other statistics are displayed on an internal webpage.
The wrapper created by Radke’s team could not simply be repurposed to run on OSG, unfortunately. “OSG and the German grid are different,” Engel said. For example, “in Germany the entire grid depends on Globus.”
Engel and his team examined their options for getting Einstein@Home onto OSG, and concluded that the best option was Condor-G, a sort of hybrid of Condor and Globus. But implementing Condor-G would have required a great deal of work, delaying the launch of Einstein@Home on OSG.
That’s why Engel’s team opted to implement Globus’ GRAM, which took only two weeks of work, before they began work on a Condor-G solution.


It’s a good thing too, because they soon discovered a serious issue with GRAM.
“It doesn’t go up in scale very well,” Engel said. “If you try to run more than 100 jobs on a given resource, you’ll bring down that resource.”
Still, given a chance to do things differently, Engel would have implemented GRAM, he said. “It meant that for a year, we could run jobs on OSG.”
The Condor-G version went live in September 2009, and it has rapidly picked up steam. “On a typical day, we are running between 5000 and 8000 jobs at any time,” Engel said. “Before that we were running approximately 500.”
Miriam Boon, iSGTW
March, 2010
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US scientists analyze first LHC data through the Open Science Grid
On November 30, 2009, the Large Hadron Collider became the most powerful particle accelerator in the world. Over the next month, the LHC’s four particle detectors recorded 100,000 particle collisions at record-breaking energies. Since then, scientists around the world have been continuously analyzing and re-analyzing the long-awaited collision data, and are publishing the first scientific papers . These first collisions have tested not only the LHC and experiments, but also the global and national computing systems that link scientists around the world with LHC data.
The task of connecting scientists with LHC data falls to the Worldwide LHC Computing Grid, a collaboration linking computing grid infrastructures with each other and with 170 computing centers in 34 countries. In the United States, the Open Science Grid enables scientists to connect with the WLCG, and thus with data from their LHC experiments.
“We’re very proud to see how the Open Science Grid assisted LHC experiments during 2009,” says Ruth Pordes, OSG executive director. “It gives us confidence that the Worldwide LHC Computing Grid will enable future physics discoveries.”
The Open Science Grid allows the LHC experiments to access, maintain, and move huge quantities of data in the US. Through the OSG, experiments distribute the data taken from the detector to special computing centers called Tier-1 facilities. The two largest such facilities in the US are Fermi National Accelerator Laboratory for the CMS experiment and Brookhaven National Laboratory for ATLAS. Through the OSG, US centers make available roughly 7 petabytes of data for the ATLAS experiment and 4.4 petabytes for CMS. To give a sense of scale, one petabyte is roughly equivalent to the data stored in 10,000 laptops.
From a Tier-1 facility, data are accessed by smaller Tier-2 and Tier-3 facilities such as universities, where students and scientists study the data. Even now, when the LHC is not running, the data in Tier-1 facilities are being accessed continually as scientists study 2009 data to improve their models and predictions about what the LHC may reveal.
“On average right now, we are running anywhere from 6,000 to 10,000 computer processing tasks with this data at all times. It’s really amazing to see how such a large computing infrastructure spread over five Tier-2 and a Tier-1 facility can operate at this level continuously,” says US ATLAS operations coordinator, Kaushik De.
Though the LHC was only running for two months, the data collected during 2009 has given experiments like ATLAS and CMS, which search for a range of new physics phenomena, an opportunity to better understand their detectors. Studies of a detector’s behavior may not make headlines like a big-name physics discovery, but they are crucial to all future research. In order for scientists to recognize a never-before-seen phenomenon, whether it is the Higgs boson or dark matter, they need to know what to expect from the detector when looking at familiar physics events.
With this crucial study of the detector under way, scientists are even more prepared and excited for the discoveries to come. The importance of the 2009 data to the experiments was evident from the high volume of experimental collaborators accessing the LHC data through the Open Science Grid.
“The activity level was driven heavily by the number of people interested,” says CMS computing coordinator Ian Fisk. “A lot of people had been waiting for this.”
As the LHC begins collisions at even higher energies in the coming month, thousands of experimental collaborators worldwide will want to study the data. The successes of 2009 suggest that the OSG is fully prepared for the challenge.
Daisy Yuhas
Symmetry Breaking
February 23, 2010
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Bringing LHC data to US Tier-3s
	It’s a challenge for smaller research groups to get set up on a grid, but that’s exactly what physicists at over 40 sites across the United States need to do to get access to data from the Large Hadron Collider.
The new US Tier-3 centers – evenly split between the ATLAS and the Compact Muon Solenoid experiments – have each received about $30,000 in funding as part of the American Recovery and Reinvestment Act. Physicists scattered around the country will be able to use them to do their own analysis of data generated by two of the LHC experiments.
To get these sites online, a great deal of expertise will be needed. And that’s where the US LHC Tier-3 support group comes into the picture.
“What we are trying to do is to help them get their systems set up and connected to the grid, to make it easier for them to get access to data and additional processing power,” said Dan Fraser, production coordinator for the Open Science Grid.
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Computer racks at the Fermilab Grid Computer Center. Image courtesy of Fermilab.


Normally, when a new cluster gets set up on Open Science Grid, it is managed by an experienced system administrator using computers that already have networked systems, with batch schedulers running on them. The documentation, workshops, and other support offered by OSG reflect that fact. These new Tier-3 centers, on the other hand, are starting from scratch. They are generally too small to warrant the cost of an experienced system administrator. Instead, students or physicists dedicate a limited portion of their time to getting the facility up and running and then maintaining it.
To make the job easier, OSG is providing Tier-3 centers with onsite support during the setup of their new systems. Fraser’s team also revised the OSG documentation, adding new sections on how to create a cluster, and expanding existing sections to include more detailed instruction specifically for the Tier-3s. Likewise, OSG’s workshops have undergone some changes.
“We’ve done a lot of work on refactoring our workshops into a hands-on format so that anyone who wants to come and learn can get up and running very quickly,” Fraser said. As a result, the OSG Software Stack has evolved as well.
“We have already packaged all of the key components that you need for building a grid,” Fraser said. In the process, they have also incorporated new software to help the Tier-3s manage the large datasets they will be analyzing.
“The hope is that these changes will help not just the Tier-3s, but also other small sites that want to participate in OSG but may not have the ability to put in large amounts of administrator time,” said Fraser. “Every time we make things simpler, it lowers the barrier to more scientific groups either using the OSG or adopting the software for use on their own grids.”
—Miriam Boon, iSGTW
February 10, 2010
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PEGrid gets down to business
	Although Petroleum Engineering Grid officially started up in late 2009, it is already a classic example of how research projects can have unexpected benefits.
PEGrid came into existence using techniques and tools created by TIGRE (Texas Internet Grid for Research and Education), a state-funded project based on the use of federally funded middleware such as Open Science Grid’s Virtual Data Toolkit.
When TIGRE ended in 2007, it left behind a grid software stack, three completed demonstration projects, and budding relationships with contacts in the air quality, biosciences, and petroleum engineering industries.
“What we did is to go to industry and ask what they needed,” said Alan Sill, a Texas Tech University researcher who led the TIGRE development team. Because the petroleum industry is well-funded, they decided to take their next step by creating PEGrid.
“What we’re trying to do with PEGrid is, using the technology that we have, to allow the best practices in industry and academics to be shared,” Sill said. “What we’ve found is that this isn’t being done.”
	[image: ]
This image depicts a simulation of the water saturation changes in a quarter of a homogeneous oil reservoir over time, as water is injected. The water increases the pressure in the reservoir, pushing the oil to the surface. Because the reservoir is symmetrical, researchers were able to save time by simulating only one quarter of the reservoir.
The colors indicates the water saturation, with purple being highly saturated and red being least saturated. Each of the six slices represents a snapshot in time.

Image courtesy of Shameem Siddiqui.


The most basic problem they uncovered is that the software that petroleum engineers use is extremely expensive and requires significant computational resources. Schools cannot afford to purchase licenses for recent versions of this expensive software, and so students are learning their trade using programs that are more than a decade out of date.
The companies that will eventually hire these students are also losing out. Their entry-level hires can’t just hit the ground running; they need to be trained on industry-standard software first.
In response to those needs, Texas Tech researchers Ravi Vadapalli, Sill, Shameem Siddiqui, and Lloyd Heinze co-founded PEGrid in collaboration with three other Texas universities, four software companies, and four oil companies. Together, the industry partners have donated $45 million in software donations and private three-year grants (the latter in the form of student internships).
PEGrid came up with an elegant way of ensuring that the donated software licenses benefit as many students and researchers as possible. “You’re probably not going to use the licenses all the time,” Vadapalli pointed out. “Why not just grid-enable these applications?”
By sharing licenses between students, faculty, and institutions, PEGrid has enough licenses to meet the educational needs of students while providing faculty access to cutting-edge software for their research. And by working closely with industry, the PEGrid team has learned more about why their partners have not implemented any grid technologies.
In academia, budgetary constraints make it difficult to acquire enough computational resources. But in cash-rich industries, that’s not the problem at all. “The number of processors is never a limitation,” Sill said. “What stops most people is they are not familiar with techniques for scientific computing.”
In the petroleum industry in particular, they found that data security was a major concern that was stopping companies from exploring grid technologies.
	[image: ]
A 3D model of a hydrocarbon reservoir which incorporates geological, geophysical, and numerical simulation data. Here, the simulation is displayed at a three dimensional visualization facility. Image courtesy of Shameem Siddiqui.
	“The whole idea of running their data on multiple sites is troubling to them,” Sill said. “But we discovered quite quickly that the reason it is so troubling to them is that they are one to two generations behind in some areas of security, compared to the best practices in grid computing.”
Thanks to this revelation, entirely new horizons are opening up for petroleum companies. “They do run very big models. Once they get comfortable with these techniques, we expect them to start more widely implementing grid techniques,” Sill said.


In the meantime, as PEGrid gets up and running, students are learning to use the new software. Eventually, they will start running simulations and analyses that will place demands on PEGrid’s large-scale clusters. Researchers will continue to learn more about oil reservoirs using these new resources. And industry partners will continue to learn more about cutting-edge grid technology.
What next? The people behind PEGrid are already pursuing opportunities in other fields. Vadapalli, for example, is interested in applying PEGrid’s tools to other areas of energy research. There have also been conversations following up on TIGRE's initial demonstration projects.
“We’ve actually had a couple years of fairly deep discussions with people involved in cancer radiation therapy,” Sill said. “The dosimetry calculations for radiation treatment with proton beams, for example, are very large-scale problems.”
International Science Grid This Week
January, 2010
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Linked grids uncover genetic mutations  
	Knowing which genetic mutation within a family causes a particular disease can lead to recommended lifestyle changes that may help avoid symptoms. Or it could give rise to medication to treat the disease. But the type of computing analysis needed to identify the mutations can take the equivalent of years to complete on a single computer. 
	[image: ]
Superlink-online structure.


Geneticists use a statistical method called genetic linkage analysis to determine the location of disease-provoking mutations on the chromosome. Based on a given genealogy and its members’ genetic makeup, the analysis is mapped onto a probabilistic graphical model that represents the likelihood of a genetic marker being linked to the disease. In large families with many genetic markers, these computations are extremely compute-intensive.
Superlink-online, a distributed system developed at the Technion-Israel Institute of Technology, helps researchers perform their analyses in a matter of days by distributing these computations over thousands of computers worldwide. Geneticists submit their data through the web portal with a single click and get their results, ready to use. Behind the scenes, the system splits the computations into hundreds of thousands of independent jobs, invokes them on the available resources, and assembles the results back into a single data set.
Superlink ran on a single computer in 2002 when it was first released by Professor Dan Geiger and his students at the Technion. By 2005, as more computer power was needed to perform increasingly complex analyses, then-doctoral student Mark Silberstein began working on a distributed version. Silberstein and his adviser, Professor Assaf Schuster, realized that the only way to satisfy exceedingly high computing demands was to enable opportunistic use of non-dedicated computers. 
"[The data] was too complex to analyze on one CPU...,” says Silberstein. “It was impossible to provide ’service’ with this quality of service.” The opportunistic model was chosen because “with literally zero budget for purchasing and maintaining dedicated hardware, and with the actual resource demand reaching thousands of CPUs, we could not afford any other model.”
In early 2006, thanks to close collaboration with the Condor team at the University of Wisconsin-Madison, the first version of Superlink-online was released using Wisconsin’s Condor pool and the Technion’s own home-brewed Condor pool with about 100 CPUs. Eventually, additional resources came from the Open Science Grid, EGEE, and the Superlink@Technion community grid, which uses the idle cycles on participants’ home computers.  
Since then, the system has enabled hundreds of geneticists worldwide to analyze much larger data sets, producing results two orders of magnitude faster than the serial version. "The analysis of complicated pedigrees is always painful and challenging," says Researcher Kwanghyuk (Danny) Lee of Baylor College of Medicine. "With the help of Superlink-online, however, the large complicated families can be analyzed very fast and very accurately." In fact, several rare-disease-causing mutations have been found, including those causing Hereditary Motor and Sensory Neuropathy, “Uncomplicated” Hereditary Spastic Paraplegia, and Ichthyosis.
	
[image: ]
An example of a complex consanguineous pedigree, or graphic map of a family tree. The squares represent males, while the circles represent females. Individuals affected by a genetic mutation are represented with solid squares or circles.  

Image courtesy Kwanghyuk (Danny) Lee, Baylor College of Medicine
	During a 3 month period, over 25,000 non-dedicated hosts from all grids have been actively participating in the computations, reaching maximum effective throughput roughly equal to that of a dedicated cluster of up to 8,000 cores.
Silberstein and others are finalizing a version that will significantly extend Superlink-online’s power by accessing resources over all the aforementioned grids and Tokyo Institute of Technology’s Tsubame supercomputer. A new resource management system, GridBot, unifies these into a single scheduling framework. 
For its part, Open Science Grid has been an essential part of Superlink-online. 



 “Without OSG, we would not be close to where we stand now,” says Silberstein.” Recently we managed to complete one genetic analysis task in 5 days. This task comprised about 3.5 million jobs of approximately 10 minutes each—roughly 55 years of CPU time. One-third of this workforce was from OSG.” 
And this particular analysis was especially important—It confirmed the suspected location of a mutation which causes Age-Related Corticol Cataracts.
Marcia Teckenbrock
August, 2009
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Grid helps to filter LIGO’s data
	Tiny ripples in the fabric of space-time may provide scientists with a way to study cosmic processes that are invisible to optical telescopes, such as the collision of two black holes.
In his theory of general relativity, Einstein predicted that such ripples, called gravitational waves, would be created when a mass accelerates. However, gravitational waves are so small – about one thousand times smaller than a proton – that even the relatively large ones generated by massive astrophysical events are very difficult to detect.
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The suspension system is one of the physical measures LIGO takes to isolate the detector from false signals such as seismic activity. Courtesy of LIGO Lab.


The Laser Interferometer Gravitational Wave Observatory (LIGO), which has sites in Washington and Louisiana, uses lasers to search for these minute cosmic ripples that carry information about the motion of objects in the universe.
Analysis of data from LIGO’s detectors is very computationally intensive, however, and researchers depend on the LIGO Data Grid and Open Science Grid to process large amounts of data to look for signals of gravitational waves.
When gravitational waves pass through an object, the object’s length fluctuates by an extremely small amount. It is these tiny fluctuations that scientists search for using LIGO detectors.
However, many things – a truck on the highway, an earthquake, or even someone dropping a hammer nearby – can create signatures in LIGO’s detectors that appear similar to those of gravitational waves. That’s why researchers need to weed out false signals.
LIGO instruments collect roughly one terabyte of raw data each day that researchers must sift through. In one type of search, the data is broken into smaller segments, and each segment is compared to tens of thousands of computer-generated signatures to identify candidate signals – a process that requires hundreds to thousands of CPUs, said LIGO researcher Kent Blackburn.
A second type of search looks at weeks of data at a time, but requires researchers to account for a slight glitch caused by the motion of the earth and the object producing the waves. Correcting for this glitch and searching for signals in the data is extremely computationally intensive.

LIGO researchers use the grid to filter the data quickly enough to keep up with the instruments’ high rate of data production.
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Courtesy of D. Shoemaker LIGO Lab
	They also run mock data challenges where they blindly introduce a fake signal into the LIGO instruments to enhance their analysis techniques and verify that their process for picking out real signals works.
Although the LIGO Scientific Collaboration researchers have not yet directly detected gravitational waves, they can estimate the rate at which gravitational waves are generated based on the fact that they did not detect any with instruments of a given sensitivity over a given period of time.


 “Scientists have built telescopes that can observe the universe using infrared, x-rays, and gamma rays, but these are all types of light,” Blackburn said. “By using gravitational waves, it’s like creating a whole new set of eyes to look at the universe. We’ll be able to see processes that don’t give off light that we’ve never been able to see before.”
Amelia Williamson, for iSGTW
August, 2009
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Authorization project helps grids interoperate
	The Grid is all about resource sharing. Grid facilities make their computational and storage resources available over the internet for use by others through gateway middleware. When sharing a resource, it is crucial to give users the appropriate privileges, but this task can be daunting when multiple Grids need to interoperate. That is the hurdle over which the Authorization Interoperability Project jumped.
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Authorization Interoperability Project members , left to right, Oscar Koeroo (NIKHEF), Gabriele Garzoglio (Fermi National Accelerator Lab), and Frank Siebenlist (Argonne National Laboratory).


To access the Grid, a user presents her credentials—certification that she has rights to access Grid resources—to a resource gateway. The gateway in turn talks to a local authorization system to assign the appropriate privileges to the user.  Because they are so central to the operations of any Grid, authorization systems have been developed since the early days, usually independent of other Grids. This meant that if one Grid wanted to share a resource gateway developed for its environment, it could not deploy it on another Grid without major code development.  
The idea for the Interoperability Project began a few years ago from white board drawings during various meetings in Amsterdam.   “We were all trying to figure it out. We had these tools that made resources available over the Grid and made the authorization decisions,” said Oscar Koeroo, a security middleware developer at Nikhef, the national institute for subatomic physics in the Netherlands. “By drawing how each of the grids worked and had implemented their middleware, we saw ways to expand upon what each group could do with each other’s middleware.”
Around October 2007, EGEE, Open Science Grid, and Globus came together to agree on a common protocol for resource gateways to talk to authorization systems.
First, a common language to express authorization information and common sets of attributes, for example, to express user identity, were agreed upon.  Then a library implementing the protocol was developed. All this provided the fundamental blocks necessary to create an interoperable authorization infrastructure. 


	"By speaking the same language, we no longer needed separate implementations of libraries for authorization,” said Gabriele Garzoglio of Fermilab, a leader in the Interoperability Project. “We could now share functionalities between Globus, OSG, and EGEE, basing our software on a common code base.” 
 “In the end, you have more freedom of choice on what solution you can install,” said Koeroo. “After this project, middleware isn’t bound to be installed on the Grid infrastructure it was initially developed for. For example, in the case of dCache, parts were made by Brookhaven and others by Fermilab, and they were adjusted to work with any Grid authorization system.”
The Interoperability Project provided several benefits:  First, software that was developed in EGEE, for example, now can be seamlessly deployed on OSG and vice versa simply by changing software configuration. Second, it is much easier to deploy software out of the box on a production Grid because it naturally interfaces with the authorization system. Third, a standard set of libraries to implement a common protocol was developed; these can be shared, meaning less code maintenance. 
Frank Siebenlist, a project member whose earlier work with OASIS' XACML Technical Committee set the standards for the common authorization language used for the project, said, “We should all pat ourselves on the back. It just doesn’t happen too often that different entities work so well together.”
Jen Nahn
August, 2009
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Data-Taking Dress Rehearsal Proves World’s Largest Computing Grid is Ready for LHC Restart
BATAVIA, IL and UPTON, NY –The world’s largest computing grid has passed its most comprehensive tests to date in anticipation of the restart of the world’s most powerful particle accelerator, the Large Hadron Collider (LHC). The successful dress rehearsal proves that the Worldwide LHC Computing Grid (WLCG) is ready to analyze and manage real data from the massive machine. The United States is a vital partner in the development and operation of the WLCG, with 15 universities and three U.S. Department of Energy (DOE) national laboratories from 11 states contributing to the project.
The full-scale test, collectively called the Scale Test of the Experimental Program 2009 (STEP09), demonstrates the ability of the WLCG to efficiently navigate data collected from the LHC’s intense collisions at CERN, in Geneva, Switzerland, all the way through a multi-layered management process that culminates at laboratories and universities around the world. When the LHC resumes operations this fall, the WLCG will handle more than 15 million gigabytes of data every year. 
Although there have been several large-scale WLCG data-processing tests in the past, STEP09, which was completed on June 15, was the first to simultaneously test all of the key elements of the process. 
“Unlike previous challenges, which were dedicated testing periods, STEP09 was a production activity that closely matches the types of workload that we can expect during LHC data taking. It was a demonstration not only of the readiness of experiments, sites and services but also the operations and support procedures and infrastructures,” said CERN’s Ian Bird, leader of the WLCG project.
Once LHC data have been collected at CERN, dedicated optical fiber networks distribute the data to 11 major “Tier-1” computer centers in Europe, North America and Asia, including those at DOE’s Brookhaven National Laboratory in New York and Fermi National Accelerator Laboratory in Illinois. From these, data are dispatched to more than 140 “Tier-2” centers around the world, including 12 in the United States. It will be at the Tier-2 and Tier-3 centers that physicists will analyze data from the LHC experiments – ATLAS, CMS, ALICE and LHCb – leading to new discoveries. Support for the Tier-2 and Tier-3 centers is provided by the DOE Office of Science and the National Science Foundation.
“In order to really prove our readiness at close-to-real-life circumstances, we have to carry out data replication, data reprocessing, data analysis, and event simulation all at the same time and all at the expected scale for data taking,” said Michael Ernst, director of Brookhaven National Laboratory’s Tier-1 Computing Center. “That’s what made STEP09 unique.”
The result was “wildly successful,” Ernst said, adding that the U.S. distributed computing facility for the ATLAS experiment completed 150,000 analysis jobs at an efficiency of 94 percent.
A key goal of the test was gauging the analysis capabilities of the Tier 2 and Tier 3 computing centers. During STEP09’s 13-day run, seven U.S. Tier 2 centers for the CMS experiment, and four U.S. CMS Tier 3 centers, performed around 225,000 successful analysis jobs.
“We knew from past tests that we wanted to improve certain areas," said Oliver Gutsche, the Fermilab physicist who led the effort for the CMS experiment. "This test was especially useful because we learned how the infrastructure behaves under heavy load from all four LHC experiments. We now know that we are ready for collisions."
U.S. contributions to the WLCG are coordinated through the Open Science Grid (OSG), a national computing infrastructure for science. OSG not only contributes computing power for LHC data needs, but also for projects in many other scientific fields including biology, nanotechnology, medicine and climate science.
"This is another significant step to demonstrating that shared infrastructures can be used by multiple high-throughput science communities simultaneously," said Ruth Pordes, executive director of the Open Science Grid Consortium. "ATLAS and CMS are not only proving the usability of OSG, but contributing to maturing national distributed facilities in the U.S. for other sciences."
Physicists in the U.S. and around the world will sift through the LHC data in search of tiny signals that will lead to discoveries about the nature of the physical universe. Through their distributed computing infrastructures, these physicists also help other scientific researchers increase their use of computing and storage for broader discovery. 
Press Release – Brookhaven National Laboratory, Fermilab, Open Science Grid and CERN
July 1, 2009


[bookmark: _Toc263748283]Grid-enabled virus hunting
	DNA sequencing and sequence analysis happens daily in many biological sciences laboratories, but analyzing large sets of genetic data increasingly requires computing resources beyond the capabilities of most labs. 

The search for the best hardware and software led Eric Delwart, a professor of laboratory medicine at the University of California, San Francisco, and a senior investigator at the Blood Systems Research Institute, and Chunlin Wang, a research associate at the Stanford University Genome Technology Center, to the Renaissance Computing Institute's (RENCI) Engagement Team and then to the distributed computing resources of the TeraGrid and the Open Science Grid (OSG).
Delwart works with Wang to identify new viruses. The team uses a technique called massively parallel pyrosequencing, which can determine sequences for millions of DNA fragments using high-throughput computing. The resulting DNA sequences are then compared to all the sequences in public sequence databases to identify viral fingerprint sequences. One single sequencing reaction generates massive volumes of data that can take months, even years, to analyze on a small-scale computing cluster.
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3D replica of senecavirus, a pathogen discovered several years ago by researchers in Pennsylvania. UC San Francisco researcher Eric Delwart and his colleague Chunlin Wang of Stanford University use the RENCI-developed TeraGrid Science Gateway and the Open Science Grid to access grid computing resources in their search for new viruses.

Image courtesy of the Institute for Animal Health, UK


In an effort to analyze more data more efficiently, Delwart and Wang turned to the RENCI Engagement Team, which participates in the TeraGrid Science Gateways program and leads the OSG Engagement program. TeraGrid’s Science Gateways aim to bring new communities of users to TeraGrid resources by providing easy access to the TeraGrid’s distributed computing resources. The OSG Engagement program recruits new users from a wide range of disciplines and helps them become users of the distributed computing systems operated and maintained by OSG members. 

The effort to find more computing power paid off for the Delwart and Wang: In early May, they used 70,000 CPU hours on TeraGrid and OSG resources to complete in a week a DNA sequence analysis that would have taken over three months on their own lab cluster. The team submitted its jobs to the national resources using a RENCI-developed, Web services-based computational science platform (link to PDF). 

“We created an application that communicates with RENCI's TeraGrid Science Gateway,” said Jason Reilly, a RENCI senior research software developer. “For the user, it’s very simple — just log in and the application maps the data input to specific tasks to be done. The beauty is you don’t have to submit commands over and over again. You can run hundreds or even thousands of operations and you only have to submit the command once.”
The custom application created by Reilly was dubbed BLASTMaster because it builds on the Basic Local Alignment Search Tool (BLAST) used to search sequence databases. BLASTMaster divides commands into tasks and pushes the work to RENCI's TeraGrid Science Gateway, which submits, monitors, and manages the compute workload on systems that are part of TeraGrid’s nationwide network of high performance machines, and to OSG machines. After entering the initial commands, the researchers merely had to wait for their results. 
	[image: ]
Distribution of BLAST jobs from one Pyrosequencing run (96,866 jobs total, 29 April to 7 May 2009) with the glide-in factory configured for: three TeraGrid resources, one OSG resource, one RENCI resource, and one UNC-CH resource.
Image courtesy of John McGee, Jason Reilly, and Mats Rynge (RENCI)
	“Large computer farms that we might use are often composed of heterogeneous smaller clusters,” said Wang. “The BLASTMaster tool and a Web services environment is particularly useful to those of us without much experience using compute clusters. It gives us a uniform interface to submit jobs, which greatly enhances our productiveness.”
The sequence analysis work used TeraGrid resources at Purdue University (West Layfayette, IN), OSG resources at RENCI (Chapel Hill, NC) and a cluster in the University of North Carolina at Chapel Hill computer science department supported by the National Institutes of Health.


The work has real-world value taken straight from recent headlines about the H1N1 virus.

“Knowing the genomic sequence of a human virus allows for quicker diagnostics to identify infections,” said Delwart. “Quicker diagnostics can lead to more informed decisions on how an emerging virus is spread and how to control it. Knowing the sequence can also help make vaccines or anti-virals against that virus.”
 Karen Green, RENCI
June, 2009
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